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cheaper while still performing well in many regards, creating 
a debate towards the future of digital displays. 

These screens use entirely different mechanisms in order 
to show light and its vibrant colors. LCDs take advantage 
of a highly unique material: liquid crystals. These easily 
manipulated crystals exist in a state between a liquid and a 
solid (4). The addition or removal of heat causes bends and 
twists in their structure, causing polarization and filtration 
of certain light (4,5). So, LCD screens do not produce any 
light themselves. Instead, they rely on a backlight, usually 
a light emitting diode (LED) source, to create a uniform 
white light. Transistors push the crystal structures to excited 
and unexcited states, thus resulting in an instantaneous 
shifting and filtration (4). Because they do not produce light 
themselves, the color black is created by the filtration of all 
light. After first discovering the crystals in 1888, researchers 
are making vast improvements to their color capabilities 
primarily by finding new ways to stretch the crystals, creating 
greater polarization and filtration (6).

OLED screens, conversely, produce their own light. In 
these displays, multilayer polymers exist in an electric field. 
Influx of voltage moves electrons differently depending on 
intended color, and they eventually rejoin and jump across 
energy levels (2). The combination of polymers that produce 
blue, green and red light create a spectrum of colors within 
their devices (2). Given this ability, they should not produce 
any light when showing the color black, as the light simply 
turns off. These displays are far newer than LCDs, as 
the first came into the market in the 1990s. The primary 
improvements that were made to OLED technology allowed 
it to be used in far larger devices than it originally could be 
(7). Though minor adjustments have been made, its color 
capability has remained fairly constant since its creation. 

The absence of light filtering in OLED displays should 
give them a distinct advantage towards exhibiting black. 
This is because, although close, no light filter is perfect. 
Some light, however minimal, will escape through any given 
filter. To evaluate this, we used a photometer device that 
measures light intensity to compare emission values for LCD 
and OLED screens when projecting the same black image. 
The data that was collected during this study supported our 
hypothesis that the amount of light emitted from a bright LCD 
screen when showing black is significantly greater than light 
emitted from a bright OLED screen, as there was a 3300 % 
increase in emitted light from OLED to LCD. However, under 
the dimmest settings of the screens, the gap was decreased 
and became negligible. This ability of an OLED screen 
to show a better black than LCD allows it to be a better 
competitor for personal devices as the sharper contrast and 
less blue light emission produce a more elegant and less 
straining experience.

OLED screens better exhibit the color black than LCD 
screens

SUMMARY
We performed an experiment to determine the amount 
of light emitted from screens in order to assess the 
ability of organic light emitting diode screens (OLED) 
and liquid crystal display (LCD) screens to display 
the color black. These two competing screen types 
dominate the digital market, and the capability to 
exhibit black is one of many factors that should 
be considered when determining the better of the 
options. The better a screen can show black, the 
stronger the contrast of the screen appears to be. The 
mechanisms that create light within each suggest 
that OLED screens should be able to show the color 
black, while LCD screens may not. Therefore, we 
hypothesized that the light emitted from the LCD 
screen in this state would be significantly greater 
than in the OLED. We conducted thirty trials in 
an environment that eliminated all external light, 
allowing an accurate recording of emitted light. The 
results mostly supported our hypothesis: there was a 
significant increase in light emitted in the LCD screen 
compared to the OLED when both displayed identical 
black images at full brightness, though at minimum 
brightness the LCD performed with negligible 
difference than OLED.

Dylan Donahue, Deanna Donahue 
Holliston High School, Holliston, Massachusetts

Article

INTRODUCTION
Our experiment investigated a key aspect of modern digital 

displays: the ability to show the color black. Almost everyone 
owns digital devices, making it invaluable to compare their 
performance. Companies continuously develop new and 
better screens, but a simple study into this aspect of competing 
types of displays can provide an insight into the current state 
of each. Through this, it may become easier to understand 
the future of these technologies and the potential for each to 
improve and grow. In showing a truer black, a screen appears 
more rich, real, and contrasted. Many users may notice this 
difference, which can serve as a selling point for a screen that 
displays it best. Less blue light emission would result in less 
eyestrain and circadian rhythm disruption when looking at a 
screen with a greater ability to show black (1).

In recent years, organic light emitting diode screens, 
commonly known as OLED screens, have been replacing 
liquid crystal displays, or LCDs, in many new gadgets and 
devices. Improved features such as a better electrical 
efficiency, a more environmentally sustainable production 
process, and the ability for incorporation into thinner displays 
make OLED screens an appealing alternative for use by 
competitive gadget makers (2,3). But LCDs generally remain 

Article
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RESULTS
In this experiment, we assessed the ability to produce 

the color black within an external-light controlled system. 
A photometer measures light intensity by reading adjusted 
electrical properties due to different light intensities (8). 
Because the color black is actually the absence of light, a 
photometer that informs of the intensity or presence of light 
was helpful and necessary in assessing the quality of black. 
We used a photometer and placed it directly in front of an 
OLED screen, LCD screen, or no screen. These screens 
were measured while bright, dimmed, and turned off, and 
were replaced by the next screen once 30 data points had 
been collected.  In order to eliminate as much environmental 
light as possible, we did this in an enclosed box of plywood 
with black painted walls. We cut out a hole for photometer 
access and ensured that the roof could be moved to adjust 
the system (Figure 1).

We conducted 30 trials, each with three controls and four 
experimental data sets. The first control recorded a value 
of light with no screen present, while the second and third 
measured OLED and LCD screens turned off, respectively. 
These accounted for both errors in the measuring device 
and for environment light that could have reflected off of the 
screen. Because that light was not emitted from the screens, 
it was irrelevant to the data being collected. By recording 
values for these controls, we established a likely non-zero 
value to represent “no light emitted”, giving a better standard 
to compare the experimental values against. 

We took measurements for each phone screen at both 
the brightest and dimmest settings that the phones allowed, 
thus producing the four experimental groups. The conditions 
for each trial were essentially identical, and each displayed 
similar results: the light emitted from the LCD screen was 
significantly more than that of the OLED screen. In fact, the 
average value across all trials for the bright LCD screen was 
roughly 24 times as large as in the bright OLED (Table 1). 
Also, given the resolution of the device, resulting in a zeroth 
order uncertainty of ±0.005 lux, and a one-way ANOVA 

comparison, we concluded that the difference in values 
between both the dim and bright OLED screen, and either 
the LED or OLED screen turned off compared to any control 
condition, was negligible (Table 1). There were few outliers, 
and though they were not ignored when running the ANOVA 
test, they clearly did not impact the results greatly (Figure 2). 

DISCUSSION
Most of the trials that we completed suggest a 

significantly larger amount of light being emitted from LCD 
screens showing the color black, supporting our hypothesis. 
The average of 0.68 ± 0.132 lux emitted for bright LCD 
screens is quite significant, and the p-value suggests that it 
is extremely unlikely that this data was statistically equivalent 
to that of the control groups; light was surely emitted under 
this condition. Seemingly, the light-filtering crystals within 
LCD screens were limited in their ability, and some light 
from the LED backlight escaped through under those 
circumstances. The OLED screen did not appear to emit 
any light, as the difference in means across this data set 
and the “no screen” control was insignificant. This was also 
true for both “turned off” control groups. Given the nature of 
OLED screens, this makes sense, as they have the ability to 
turn off individual pixels. However, the dimmed LCD screen 
boasted similar results to the OLED, turned off screens, 
and no screen. Though, based upon our hypothesis, we 
did not directly expect this, it does make sense. As proven 
by the bright LCD screen data, light-filtering is not perfect. 
But, techniques have improved, and given this outcome, it is 
clear that they are still very competitive when showing black. 
Dimming this screen reduced the amount of light emitted by 
the backlight, thus allowing the liquid crystals to filter less 
light. The LCD screen that we used must have been able 
to filter enough light in the dimmed setting to leave only a 
negligible amount to escape and be emitted. Therefore, in 
such a dimmed setting, LCD screens seem to be competitive 
with OLED screens. Using the dimmest setting of a display is 
not ideal though, as contrast is sacrificed. The OLED screen 

Figure 1. Depiction of the data collection environment. All sides 
were surrounded by black-painted walls, with only a small opening to 
allow for photometer access during collection.

Table 1. Amount of Light Emitted from OLED and LCD Screens Under 
Various Conditions - The amount of light, in lux, emitted from OLED 
and LCD screens. This was measured by a photometer in a dark and 
otherwise light controlled environment. The mean for each data set 
was calculated with a standard deviation, and a one-way ANOVA test 
was conducted comparing each experimental group to the controls. 
A significance level of 0.05 was utilized, suggesting that all data sets 
except for the Bright LCD were found to have statistically insignificant 
difference in means when compared to the ‘no screen” control. The 
test could not be completed for the dimmed OLED screen as it had 
no variation in values.
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would have its pixels turned off whether dim or bright, which 
explains how both the OLED dimmed and OLED bright data 
sets produced similar results. 

Although the trends are very clear, and the similarly 
valued data sets do not represent significantly different 
measures, the values recorded are not identical for each trial 
despite the exact same image being shown for each. A few 
elements could have contributed to this. The first of these 
is environment light. Obviously, any light that was recorded 
that was not emitted from the screens hurts the reliability 
of data. If it entered the system, the photometer may have 
sensed and recorded it. However, this is unlikely, as the 
many measures to prevent environment light from entering 
the system limited the effect that it could have. Likewise, 
any effect it managed to have would be fairly consistent 
for all trials and situations, as we accounted for through 
our controls. The recording device could have also led to 
error, as we did not conduct any tests to ensure that our 
photometer was either reliable nor consistent. Nonetheless, 
its ability to get fairly similar results for 30 trials suggest that 
this did not occur. There were few outliers, and though they 
were not ignored when running the ANOVA test, they clearly 
did not impact the results greatly (Figure 2). 

Understanding this, we determined that although limited 

by light-filtering capacity, LCD screens are still capable and 
competitive in showing the color black. An average of 0.73 ± 
0.132 lux represents a measure of light that is still very small. 
For reference, most LED light bulbs claim to emit hundreds 
or even thousands of lumens (1 lux = 1 lumen/m2). Also, 
when dimmed, the limits of light-filtering seemed to become 
unnoticeable. Even though our data was reliable enough to 
conclude that LCDs generally show more light than OLEDs 
when attempting to exhibit black, it was not a great enough 
difference to warrant LCD technology a failure in this regard. 

Of course, the ability to show one color is not the only 
determining factor in which screen is better. Further studies 
that examine the color saturation, vibrancy, precision and 
ability to adjust quickly, among others, would offer a more 
complete understanding of their performance overall. These 
could be conducted under fairly similar conditions, with 
different tools being used to record these other measures. 
Studies like these would provide a basis to determine which 
screen, as they exist today, has a better display for the user. 
Continuing to monitor these factors can help determine 
which, if either, are likely to be the better option to invest 
resources into advancing. Also, these technologies are 
implemented in a wide variety of places. Though in our 
everyday lives, they are most often seen in our phones, 
TVs, watches, etc. they are also used in a wide variety of 
machines and devices. One study published in the National 
Library of Medicine compared OLEDs and LCDs in order to 
determine which would be a better replacement for Cathode-
Ray tubes in electroretinograms, which are devices that can 
analyze cone and rod responses within human eyes. Though 
it too found OLED performed better for a number of reasons, 
particularly its fuse threshold, showing black was not a 
relevant nor important metric of performance in this study 
(9). Although it is very relevant in deciding which screen is 
more attractive and vivid to a phone or TV user, this may not 
be an important measure for other implementations of this 
technology. 

METHODS 
The screens used to collect this data were from an 

IPhone 8, which has an LCD display, and an IPhone X, 
which has an OLED. They were released at the same time in 
2017, and thus represent an equal and recent point in time in 
the development of each screen. The data collection system 
was made of ¾ inch plywood, cut into six one-foot long 
pieces. Each piece was carefully fitted together to create 
a completely closed box. Because they were cut and fit 
perfectly, no agent was needed to hold the pieces together. 
Prior to this, a hole that is large enough to fit the BTMeter 
BT-881E photometer was drilled into one of the six panels, 
and the inside of each panel was coated in two layers of 
Stuart Semple’s Black 2.0 paint. As an extra precaution, 
single sheets of paper were also painted in two coats of this 
paint and placed to cover each corner of the box in case 
inconspicuous gaps in the wood were present. The lights in 
the room were turned off during data collection, and for each 
trial the photometer was placed through the hole, thus being 
directly in front of the display, and removed after roughly 
five seconds of recording a value. The top panel was slid to 
create an opening, and the display was switched to record 
the next data point. After replacing the screen, the panel 
was slid back into its original position. This process was 

Figure 2. Comparison of light emitted. The boxes represent where 
the majority of the data lies, while the bars extend to show outliers 
present for each. Because they were so infrequent, these outliers 
were disregarded when making qualitative conclusions from this 
data, and instead attributed to error. The bright LCD screen emits 
much more light than any other data set. 
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repeated for all seven situations, thirty times each. When 
turned on, the same stock photo of the color black was 
shown on each screen. iPhones have a setting in which the 
screen brightness automatically adjusts, and so this setting 
was turned off and the brightness was manually adjusted to 
both minimum and maximum levels at the appropriate times. 
After completion, the data was inputted into Microsoft Excel 
where graphs, data tables, and ANOVA p-value statistical 
tests comparing experimental groups to the controls were 
completed. 
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humans have evolved rapid, intuitive, and unreflective 
mechanisms for evaluating the interpersonal danger potential 
of other humans based solely on the physical attributes of 
their conspecifics (2). When referring to physical appearance, 
previous research has focused on facial characteristics using 
images of faces (not even including hair, neck, and ears) for 
testing trustworthiness based on physical appearance (3). 
People tend to form judgments about how attractive, likable, 
or even trustworthy others could be as a way to plan their 
behavior, yet there is not a concise understanding of what 
the specific characteristics are that make someone look 
trustworthy. 

Whenever something is typical it “shows all the 
characteristics that would be usually expected from 
a particular group of things” (1). This virtue leads to a 
psychological effect, known as typicality, where “people are 
quicker to make category judgments about typical members 
of a category than they are to make such judgments about 
atypical members” (7). Some research suggests that typical 
faces influence trustworthiness since these faces were 
judged as safer and more trustworthy (4). In a study where 
a computer modified a typical face into more extreme 
appearance trustworthiness decreased as the distance of 
computer-generated faces from the typical face increased; 
the more atypical the faces, the more untrustworthy they 
were perceived to be (8).  As such, the face is an important 
determinant of perceived trustworthiness; as a face becomes 
more attractive or more unattractive, the trustworthiness 
decreases (3). This may be because typical faces are 
perceived as more familiar. Familiarity is referred to a feeling 
of recognition in the memory, not specifically recalled but 
remembered (1), which makes familiar features more likable 
and judged as safe (4, 9-10). The high level of perceived 
trustworthiness of the typical face likely arises from the 
inherent preference for typicality, which can be mediated by 
familiarity (3).  It is important to remark that every nation has 
its typical face that derives from both the ideal face of the 
nation and the most consensually familiar face in a population 
(11). Individuals show greater trust in those belonging to 
groups that they favor but do not necessarily favor the group 
or ethnicity to which they belong (12). 

Emotional expressions affect judgments of trustworthiness 
as well (2). Subtle happy expressions, such as smiling, 
increase the likelihood of a trustworthy judgment (3). People 
inferred that smiling individuals are extraverted, kind, and 
open to experience (10). In contrast, subtle anger cues and 

INTRODUCTION
Trusting others is essential for adequate social 

development, and many factors influence how people 
judge each other´s trustworthiness. Trustworthy is defined 
as “deserving of trust, or able to be depended on” (1), and 
trust is defined as “to that someone is good and honest and 
will not harm you, or that something is safe and reliable” 
(1). Aspects such as emotional expressions, gender, 
and expected characteristics affect our perception of 
trustworthiness and when a person does not know someone, 
first impressions become important and can be triggered by 
initial physical appearance (2-6).

Social and psychological investigations have indicated 
the importance of physical appearance in social perception; 

SUMMARY
The first assessment of another person’s 
trustworthiness may depend on several factors, 
such as previous experiences, education, cultural 
context, and prejudices, but also on the physical 
attributes and appearance of the person. We 
hypothesized that different physical traits would 
affect teenagers’ initial trust of an unknown person 
and that they would give greater trust to women and 
people of similar ethnicity. To test this hypothesis, we 
developed a survey to determine the sets of physical 
characteristics that affect a person's trustworthiness, 
including gender, skin color/ethnicity, and facial 
expressions by asking teenagers to select pictures 
of young adults presented in pairs based on their 
physical appearance. For this, 52 teenage volunteers 
answered this survey in which each of the questions 
displayed two computer-generated images of people 
that represented hypothetical Uber drivers of the 
same age with different physical characteristics. 
The participants selected the person they preferred 
to have as an Uber driver based only on the images 
shown. Results indicated that female participants 
preferred women drivers, but male participants had 
no preference for the driver´s gender. Mexican drivers 
were selected less than white or black drivers, and 
participants trusted a smiling expression over 
neutral expressions. We concluded that gender and 
expression were the main physical traits associated 
with how trustworthy an individual looks, and 
ethnicity was also important.

Abril Ledesma, Denisse Kraut, Rubén Quezada, Atzin Zayas, María Elena Cano-Ruiz
Tecnológico de Monterrey High School, Cuernavaca, Mexico

Physical appearance and its effect on trust

ArticleArticle
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emotionally neutral faces are perceived as untrustworthy (3). 
In addition to familiarity and emotional expressions, 

gender may also influence trustworthiness. Women or faces 
with feminine cues evoke more trust than men and masculine 
cues, especially for women (5).  Gender plays a role in trust 
behavior: men are on average more trusting and women more 
trustworthy (13). This also occurs in adolescents; boys are 
more trusting than girls, but no perceived gender difference 
in trustworthiness for adolescents has been observed (6).

This study investigated three components of 
trustworthiness in Mexican teens: gender, skin color/ethnicity 
(used as a surrogate for familiarity), and facial expression, 
using computer-generated faces with different traits. We 
hypothesized that the physical appearance of an individual 
will affect whether others trust them and that feminine and 
Mexican traits will be preferred by Mexican teenagers.
 
RESULTS

Our study included 52 teenage volunteers (27 females, 
25 males) with an average age of 17 years (Table 1). All 
participants were Mexican from an urban area attending 
the same private high school. The survey displayed a total 
of 35 questions and was administered in two parts. The 
first part contained 13 questions, and the second contained 
the remaining questions four months later. The survey 
was carried out in two parts since in the first survey the 
interactions between facial expression with gender and 
ethnicity were not addressed. Each question in both surveys 

showed two images of people who represented hypothetical 
Uber drivers with different gender, skin color/ethnicity, and/
or facial expression (Figure 1).  We obtained the images of 
hypothetical Uber drivers through Face Research (14), an 
online software that generates images of the average faces 
of men and women, and we used these generated average 
faces (not real people’s faces) to represent different physical 
traits of young people in their twenties. The participants 
were asked, based only on the images shown, to choose the 
person in the pair presented they preferred as a hypothetical 
Uber driver. In total, each participant made 34 selections plus 
a final open question indicating motives for their selections.

Table 2 shows the main motives indicated by participants 
for Uber driver selection. There are important differences 
between motives for female and male teenagers (referred to 
as passengers henceforth). Gender and trust for selecting 
a driver are more important for female passengers than for 
male passengers, and quality of the image, which participants 
associated with professionalism and service quality, was 
more important for male passengers. Although the images 
of Uber drivers were computer-generated, a few images 
seemed less sharp than others, resulting in a confounding 
factor associated by passengers with professionalism.

A difference in the preference for the gender of Uber 
drivers depending on the gender of the passenger was 
evident. This preference was statistically significant (Chi-
squared test, df1=1, df2=1, N=52,  p-value < 0.005), indicating 

Figure 1. Examples of computer-generated images of 
hypothetical Uber drivers used in the survey. 1st row: gender 
preferences - pairs 1 (black female - black male) and 2 (white male - 
white female); 2nd row: skin color/ethnicity preferences - pairs 3 (white 
female - black female) and 4 (black male- Mexican male); 3rd row:  
facial expression preferences - pairs 5 (white neutral male – white 
smiling male) and 6 (Mexican neutral female – black smiling female).

Figure 2. Preference for a female or male driver according to 
the gender of the passenger. There was a statistical dependence 
between the gender of the driver and the gender of the passenger 
(Chi-squared test, df1=1, df2=1, N=52,  *p-value < 0.005) with female 
passengers preferring female drivers over male drivers  but no 
preference for male passengers.

Table 1. Demographic data of participants

Table 2. Motives for selecting hypothetical Uber Driver 
according to passenger’s gender
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that female passengers prefer having female drivers, whereas 
male passengers did not have a preference for drivers based 
on gender (Figure 2). In most cases, female passengers 
preferred female drivers, whereas male passengers had no 
preference, independent of skin color/ethnicity. 

For skin color/ethnicity preferences of the drivers, no 
statistical differences were found (Chi-squared test, df1=1, 
df2=2, N=52, p-value > 0.099) that indicated a skin color/
ethnicity preference was affected by the gender of the 
passengers. But there was a statistical difference (Chi-
squared test, df=2, N=52, p-value < 0.046) in hypothetical 
Uber drivers´ selection due to their ethnicity. Black drivers 
were selected preferably over white or Mexican drivers within 
the same gender and Mexican drivers were the least favored 
(Figure 3). 

We also analyzed the influence of facial expressions 

on preference for hypothetical Uber drivers and found 
no differences in hypothetical Uber driver selection due 
to passenger´s gender (Chi-squared test, df1=1, df2=1, 
N=52, p-value > 0.094) and passengers preferred drivers 
with smiling expressions over neutral expressions when 
controlling for skin color/ethnicity and gender (Chi-squared 
test, df=1, N=52, p-value=0.006) (Figure 4). When the 
gender of the driver was controlled but skin color/ethnicity 
was not, both female passengers (Chi-squared test, df=1. 
N=27, p-value=0.021) and male passengers (Chi-squared 
test, df=1. N=25, p-value=0.045) still preferred smiling female 
drivers over neutral expression female drivers (Figure 5). 
Male passengers also selected more smiling male drivers 
(Chi-squared test, df=1. N=25, p-value=0.045), but there 
was no statistical difference for female passengers in their 
selection of male drivers (Chi-squared test, df=1. N=27, 
p-value=0.248) because of their facial expression (Figure 6).

Figure 3. Preference of passengers for different ethnicity of 
drivers. There was a statistical difference due to skin color/ethnicity 
with male and female passengers selecting more black drivers over 
Mexican drivers (Chi-squared test, df=2, N=52, *p-value < 0.046).

Figure 4. Preference of passengers for smiling vs. neutral 
facial expressions of drivers of the same gender and skin 
color/ethnicity. There was a statistically significant difference (Chi-
squared test, df=1. N=52, *p-value < 0.006) by male and female 
passengers.

Figure 5. Preferences of passengers for smiling vs. neutral 
facial expressions for female drivers with different skin color/
ethnicity. There was a statistically significant difference for smiling 
over neutral expressions by female passengers (Chi-squared test, 
df=1. N=27, **p-value = 0.021) and male passengers (Chi-squared 
test, df=1. N=25, *p-value = 0.045).

Figure 6. Preference of passengers for smiling vs. neutral facial 
expressions for male drivers with different skin color/ethnicity. 
There was a statistically significant difference for smiling over neutral 
expressions by male passengers (Chi-squared test, df=1. N=25, 
*p-value = 0.045), but not for female passengers (Chi-squared test, 
df=1. N=27, p-value = 0.248).
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When facial expression of the drivers was tested without 
controlling for skin color/ethnicity and gender, female 
passengers preferred female drivers independent of the facial 
expression (75% of the time), while male passengers did not 
show any evident preference, showing in almost all cases 
50/50 chances for selecting between the pair presented. 
An exception for male passenger selection happened when 
a Mexican driver was present; regardless of their gender or 
facial expression, male passengers favored the other driver 
(Chi-squared test, df=1, N=25, p-value = 0.033).

DISCUSSION
The applied surveys comparing two hypothetical 

Uber drivers with different physical traits (Figure 1) found 
differences in passengers’ preference due to drivers’ gender, 
skin color/ethnicity, and facial expression. The main reasons 
stated by participants for driver selections (Table 2) showed 
the differences between male and female teenagers when 
considering taking an Uber service. While females are more 
worried about security, reflected in gender and trust, males 
are more concerned about the quality of the service. 

For gender influence, female passengers indicated 
more trust in female drivers than male drivers (Figure 2), 
whereas men did not consider gender as an important factor 
for selecting the driver. These results support previous 
investigations that expressed that women’s faces are more 
trustable (3, 5).  Our results agree with this statement in 
that female drivers were significantly preferred over male 
drivers by female passengers (Figure 2). Sociocultural 
and evolutionary perspectives have been used to explain 
this (5). Interpersonal, facilitative, and friendly behavior 
has been associated with female gender roles socially, 
whereas instrumental, more outcome-based roles have been 
associated with males, therefore associating female roles 
as more altruistic and thus more trustworthy (6, 15). From 
the evolutionary perspective, females (especially mammals) 
spend more time raising offspring and need to be more 
selective when choosing a partner, therefore women tend to 
be more careful in whom they trust (6). However, because 
females are more selective in their partners, males need 
to evolve more competitively and engage in risky behavior 
making them less trustworthy (16), but generally more trusting 
of others to have a better chance to establish relationships 
and cooperation within a group (6, 16). It is also important to 
consider the social context of Mexico, where ten women are 
murdered every day, and the rate of female homicides has 
doubled in the last five years (17). Most of these crimes are 
perpetrated by men, and it is commonly known that a modus 
operandi of some of these murders is through kidnapping and 
abusing the victim while they are traveling via ride services 
such as Uber. This is probably less concerning for male 
passengers, who are less likely to be victims of this type of 
crime, therefore explaining why men show no preferences 
concerning driver gender. For female teenagers answering 
the survey, this factor may increase the fear towards male 

drivers, leading to increased trust in female drivers.
When it comes to ethnicity, we discovered two interesting 

results. First, we expected that participants would choose 
Mexican drivers more than black or white drivers by 
identification with the Mexican faces since passengers were 
Mexican, but this was not the case. Second, black faces 
seemed to be preferred over the other choices. Familiar 
faces tend to be affable and judged as safe (4, 10). In this 
case, the most familiar face was believed to be the Mexican 
drivers; however, participants did not choose a face of their 
ethnicity, and black faces seem to be preferred (Figure 3). 
This difference in preference for black drivers over white 
and Mexican drivers, regardless of the passengers’ gender, 
should be considered with caution. One explanation is that 
the survey was answered by teenagers with a mean age of 
17.7 years old, who belong to the “gen Z” or “centennials” 
generation and are more used to seeing different ethnicity 
representations in social media. Being in touch with other 
cultures has made the younger generations much more 
tolerant of diversity compared to older generations (18-19). In 
Mexico, skin color varies from white to dark brown, but very 
few people are considered black, and in the area where this 
survey took place, black people are very unusual. Another 
possible explanation is that volunteers from the high school 
where this survey took place also have been educated in a 
multicultural environment that aims to form global citizens, 
this education develops a tolerant vision through classes 
like history and civics and international exchanges aimed 
for students to learn and respect different cultures and 
ethnicities, which could, in turn, explain that participants did 
not want to be perceived as racially prejudiced. Still, this is a 
theoretical scenario that needs to be challenged with real-
life experiments. Most intriguing was the result that Mexican 
drives of both genders were selected less over white or black 
drivers. This can be explained by a cultural construct in 
Mexico, known as “malinchism”. Malinchism is defined as an 
attraction for foreign values and aversion to your own culture 
(20). The term comes from the historic figure, “La Malinche,” 
an indigenous woman advisor and lover of Spanish conqueror 
Hernán Cortés, who stood with the Spanish conquistadors 
assisting them to defeat the Aztec empire. This result, where 
Mexican participants frequently rejected Mexican drivers, 
is an example of internalized racism that has a powerful 
influence on thoughts and actions but is unconscious (21). 
Although Mexicans do not recognize themselves as racists, 
this internal racism against indigenous people exists and 
is very common (22). Still, the sample size was small (52 
participants), and the participants all came from an urban 
private high school from the middle-upper class economic 
background, which does not represent the heterogeneity of 
the Mexican population.

Concerning facial expression, smiling drivers were 
selected moreover drivers with neutral expressions (Figure 
4) when controlling for gender and skin color/ethnicity. This 
finding could support the idea that smiling is important 
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for building social trust (23), which is also associated with 
kindness (Table 2). It is worth mentioning that people make 
judgments based on facial expressions since emotional 
expressions are a common way to know people’s behavioral 
intentions. Typically, people with happy expressions are 
perceived as approachable, while individuals who show an 
angry expression are seen as people who should be avoided 
(2). When gender was controlled but not skin color/ethnicity, 
both male and female participants preferred, in general, 
smiling expressions over neutral expressions of the drivers 
(Figures 5 and 6), which is also seen in the motives indicated 
for selecting drivers (Table 2), where a smile is associated 
with kindness. However, for female passengers there was 
no statistical difference in preference of smiling male drivers 
over neutral expression male drivers (Figure 6) which can be 
a result of the small sample size. When facial expression was 
tested but with no control of gender or skin color/ethnicity, 
female teenagers still preferred female drivers regardless of 
their facial expression, confirming they trust more women, but 
males show no preferences, except where the “malinchism” 
effect was present and teenage males preferred other drivers 
instead of Mexican drivers, independent of facial expression.

There are certain patterns when it comes to physical 
characteristics that make someone trustworthy. In this study, 
gender, ethnicity, and facial expression were determinants 
of trustworthiness for Mexican teenagers. The use of 
experiments and participants with a wide age range and 
socioeconomic background is recommended to improve this 
study. A social experiment were passengers, before selecting 
their Uber driver, can see the pictures of two or more drivers 
and then make their selection using only the pictures of 
drivers will give us more insight into how physical appearance 
affects trust in others. Doing social experiments is important 
since surveys are not always good representations of real 
conditions and can influence real behavior. 

METHODS
We designed a survey in Google Forms. The survey was 

anonymous and only personal questions of gender and age 
were asked. We asked 52 high school teenage volunteers 
(27 females, 25 males) with ages ranging from 16 to 20 
years old to participate in answering the survey in a private 
environment. 

The survey had a total of 35 questions: 13 questions 
were administered first, and four months later, the rest of 
the questions were answered by the same volunteers. Each 
question displayed two images of people who represented 
hypothetical Uber drivers (Figure 1), except for the last 
question which was an open question asking participants to 
explain their motives for selecting the drivers. The images 
of the people were created through Face Research online 
software (14) that generates images of average faces of men 
and women with different physical traits (but are not faces 
of real people). The images were selected for the survey to 
display different physical characteristics, such as gender 

(male or female), skin color/ethnicity (white, Mexican, or 
black), and facial expression (neutral or smile), but looked the 
same age (in their twenties). For gender preferences, four 
questions (three on the first survey and one on the second 
survey) were used with different gender but controlling for 
ethnicity and facial expression (neutral) for each pair. For skin 
color/ethnicity preferences, six questions (all six on the first 
survey) were used varying ethnicity but controlling gender 
and facial expression (neutral) in each pair. Finally, for facial 
expression discrimination, a total of 24 questions were used 
(4 on the first survey, the rest on the second survey), and 
some were controlled for gender or skin color/ethnicity but 
not all. Participants were forced to discriminate four times 
for gender preferences, six times for skin color/ethnicity 
preferences, six times for facial expression preferences 
balancing for gender and skin color/ethnicity, twelve times for 
facial expression preferences balancing for gender but not 
skin color/ethnicity, and finally six times for facial expression 
preferences not balancing gender or skin color/ethnicity. 
Participants were asked, based only on the image shown, to 
choose the person that they want to have as a driver for each 
pair shown. Questions were randomly arranged according 
to preference trait: gender, ethnicity, or physical expression, 
but were presented in the survey in the same order for each 
participant. Last, an open question asked participants to 
indicate their motives for selecting the different hypothetical 
drivers. Participants did not know the images were computer 
generated and believed they belonged to real Uber drivers. 

The data were analyzed using the chi-square test of 
independence and chi-square test of goodness of fit using 
a significance level of 0.05, and the chi-square test function 
from Microsoft Office Excel, 2020. Chi-square tests of 
independence were used for each question to test if the 
passenger´s gender was related to Uber driver selection 
according to the three variables tested: gender, ethnicity, 
and facial expression of the driver. When no statistical 
differences in Uber driver selection were found due to 
passenger´s gender, chi-square tests of goodness of fit were 
done pooling the questions that tested the variable of the 
Uber driver being evaluated: ethnicity or facial expression, 
and dividing the counts in each category by the number 
of questions used so that proportions of selections were 
compared keeping participants as the independent variable, 
with N=52 for each chi-squared goodness of fit test.
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The external presence of running water influences the 
root growth of pea plants (Phaselous vulgaris)

SUMMARY
Each year, invasive tree roots cause large amounts of 
damage to underground pipes. While this is usually 
due to leaks and cracks, tree roots can also invade 
pipes that are structurally sound. We are interested 
in investigating whether plant roots have an affinity 
towards flowing water, measured through mass, even 
when the running water is not in direct contact with 
soil. We tested this by creating a choice chamber 
with water running under one end and no stimulus on 
the other end. We grew the plants in their chambers 
until their stems reached 10 inches before removing 
the plants to measure the mass of the roots growing 
towards either side of the choice chamber. Data from 
other scientists as well as a previously conducted 
experiment seemed to show that flowing water 
attracted plant roots. Therefore, we hypothesized 
that there would be greater root mass on the side of 
the chamber exposed to flowing water. Overall, the 
masses of the roots growing towards flowing water 
were greater than the masses of the roots growing 
towards the end with no stimulus, showing that plant 
roots did have an affinity towards flowing water. The 
remarkable sensitivities of plants to sound are still 
being discovered, but the delicacy already shown by 
experiments such as ours leaves concerns regarding 
a new facet of the impact of sound pollution on our 
ecosystems.

INTRODUCTION
 Tree roots are notorious for growing towards and 
clogging sewer pipes, causing serious amounts of damage 
each year (1). This issue is usually treated through heavy 
use of strong herbicides. What makes this notable is that the 
direction of root growth does not seem random, but instead 
very intentional (1). 
 Plants have long been known to show clear responses 
to environmental stimuli, known as tropisms. These tropisms, 
such as gravitropism and phototropism, are what cause 
roots to follow the force of gravity, as well as leaves and 
stalks to bend towards the light (2). The growth hormone 
auxin primarily controls these responses (2). Contrary to the 
typical notion of plants as stationary and unresponsive, plants 
have developed surprisingly sensitive reactions to external 
influences. In addition to these well-known tropisms, there 
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is also growing evidence showing that plants are sensitive 
towards more minor stimuli like sound vibrations (3).
 A previous study looked the response of plants towards 
external sources of water, finding that roots grew towards 
flowing water rather than stagnant water despite neither 
water source directly contacting the soil (4). In a preliminary 
experiment, we replicated this study’s setup, and similarly 
found that roots were longer and more numerous towards the 
water flowing outside the soil. Root responses to water are 
often due to hydrotropism, which is thought to be linked to 
membrane proteins as well as water uptake through the root. 
As water potential decreases, it affects the activity of proteins 
in the plasma membrane such as aquaporins, in turn affecting 
the ease in which water could travel through the root, known 
as hydraulic conductivity (5). This conductivity could change 
root direction through cell elongation or through changing 
concentrations of abscisic acid, a growth inhibitor. There is 
a “set point” at which plasma membrane protein behavior 
changes could cause a signal cascade resulting in directional 
changes (5). However, hydrotropism requires direct contact 
between the root and water. The fact that plant root growth 
was still concentrated towards flowing water in the study and 
our preliminary experiment even without direct contact raises 
the possibility of lesser-known mechanisms, such as sound 
vibrations.
 We therefore hypothesized that the roots of the garden 
bean (Phaselous vulgaris) would show increased growth in 
the direction of externally flowing water, possibly responding 
to sound to compensate for the lack of contact. Through 
these studies, we were able to show that plants have evolved 
remarkably accurate responses to stimuli.

RESULTS
 In our preliminary experiment, we measured the length of 
the longest root growing down either side of the chamber, as 
well as the number of roots longer than two thirds the length of 
an arm of the chamber (3.33 inches). We found some signs of 
a relationship between flowing water and greater root growth. 
In six of nine trials, we saw a greater percentage of roots 
longer than 3.33 inches growing towards the flowing water. 
However, these percentages of increase varied widely, from 
50% to 100% (Figure 1). Additionally, one trial had a majority 
of growth towards the stagnant water. However, both flow 
and stagnant control chambers experienced equal growth on 
either side, suggesting an influence of flowing water.
 The data was similar in regard to the length of the longest 

Article



DECEMBER 2020  |  VOL 3  |  16Journal of Emerging Investigators  •  www.emerginginvestigators.org NOVEMBER 2020  |  VOL 3  |  2Journal of Emerging Investigators  •  www.emerginginvestigators.org

Figure 1: The percentage of roots longer than 3.33 inches 
growing down either side of each chamber. This graph shows 
the number of roots that grew to at least two-thirds the length of the 
choice chamber; the data is represented as a percentage of the 
total amount of roots longer than 3.33 inches. There is a horizontal 
line marking 50 percent, the height of the bar if growth was even 
This graph shows a general trend of more numerous roots towards 
flowing water, as well as even growth in the control chambers.

root growing down either end of the chamber. Seven of nine 
trials saw a longer maximum root length growing towards 
flowing water. As with the previous data, there was much 
variance between trials. Some trials experiencing complete 
one-sided growth towards flowing water while others were 
even or saw more growth towards stagnant water. The 
maximum length of the roots down either end of both control 
tubes was even, showing differences of 0.5 centimeters or 
less (Figure 2). Viewing both forms of measurement as a 
whole, we came to a tentative conclusion that flowing water 
will attract roots over stagnant water.
 In our final experiment, we measured the mass of the 
roots growing down either side of the chamber. We found that 
the roots growing down the ends exposed to flowing water 
were on average 0.35 grams heavier than ends exposed to no 
water, making the roots exposed to flowing water about 51% 
heavier than those exposed to no stimulus (Figure 3). 
 We used the Wilcoxon signed-rank test on our raw data 
to determine if there was a statistical correlation that could 
further strengthen our conclusions. The null hypothesis was 
that the medians of the “flow” and “still” data groups were 
equal, while the alternative hypothesis was that the two 
medians differed. Since the sample size was smaller, we used 
the W value to evaluate the hypothesis. The critical value for 
W (p<0.05) at a sample size of 10 is 10; the W value of our 
data set was zero. The Wilcoxon signed-rank test therefore 
showed that our results were statistically significant. 
 In addition, each individual trial saw a greater percentage 
of total root mass growing towards the running water (Figure 
4). In the control tubes, plants grew exposed to the same 
conditions (flowing water or no water) on both ends of the 
choice chamber, there was little change in growth. Instead, 
both sides saw an even distribution of root mass with each 
end of the chamber containing 49-51% of the total root 
mass (Figure 4). There appeared to be no specific side 

Figure 2: The maximum lengths of roots growing down either 
side of each chamber. The graph shows the longest root growing 
down either end of each trial with error bars of 0.1 cm to account 
for measurement error. This graph shows greater maximum root 
length towards flowing water, as well as even growth in the control 
chambers.

that the roots favored in the control tubes, showing that the 
experiment experienced minimal effects from influences like 
gravitropism. An additional observation was that there was 
only root branching on the roots exposed to flowing water 
(Figure 5). Overall, the resulting data and statistical analysis 
shows a correlation between greater root growth and the 
presence of flowing water.

DISCUSSION
 The data collected supports the hypothesis of greater 
growth in the direction of the flowing water. There was an 
evident trend of greater root mass down the end of the chamber 
exposed to flowing water. This larger mass signifies greater 
growth and implies that plants are “attracted” to running water, 
concentrating their growth in that direction. The observation 
that only roots growing towards flowing water showed 
branching further supports this. Root branching facilitates 
water uptake and nutrient extraction (6), suggesting that 
roots on the “flow” side of the chamber were more developed 
and used. In both control scenarios, the plants showed little 
change in growth, growing down both ends without distinction. 
This shows that specifically changing the stimulus did, in fact, 
result in a change in growth. These results are supported by 
the findings of our preliminary experiment, which saw longer 
and more numerous root growth towards externally flowing 
water rather than stagnant water. This distinction between 
flowing water and stagnant water justifies the hypothesis of 
sound detection, rather than simply the presence of water. 
The results of our experiment were also consistent with that of 
the study done by M. Gagliano, where seedling roots showed 
a greater proportion of growth towards flowing water enclosed 
in a pipe as opposed to stagnant water (4).
 Throughout these experiments, we identified several 
sources of error including a potential lack of variable control. 
Other influences, such as gravitropism or hydrotropism, 
will overpower a plant’s response to external flowing water. 
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Failing to control for these aspects in an early test trial 
resulted in roots that followed the tilt of the chamber, away 
from the running water. Rerunning the trial with a leveled tube 
saw growth in the opposite direction, towards flowing water. 
Despite this, we believe it is unlikely our experiments were 
impacted by other tropisms, as the soil was level and evenly 
moistened. There also could have been error in measuring 
the differences in root growth, as root activity involves 
many factors. In our preliminary experiments, this source of 
error was especially prevalent as we came to see that root 
length or number did not accurately represent root growth 
some of the time. We attempted to correct for this error in 
the final experiment, and measuring mass seemed to be a 
comprehensive and effective method. We identified a related, 
more potent source of error in maintaining root configuration 
while removing the plants from their choice chambers. Once 
the roots lost the support of the surrounding soil, some of 
the original directionality and positioning was inevitably lost, 
which could have led to inaccurate masses on either side. 

This issue could be resolved in the future by using clear tubing 
wrapped in black cloth. The cloth would protect the roots from 
the influence of light during growth and be removed at the 
end of the experiment. We could then examine the original 
configuration of the root system with greater ease. This would 
also give more certainty in the various mass measurements.
 While our conclusion satisfies the initial research 
question, it does not provide full insight into how or why plants 
are able to target flowing water. Our preliminary experiment 
seemingly suggests the movement of water specifically 
influences growth. However, our final experiment only 
tested flowing water against no stimulus, making it difficult 
to conclusively support this claim. In the future, it would be 
interesting to bring the ideas of our preliminary experiment 
to our final experiment’s setup and methods, explicitly testing 
stagnant water against flowing water. And further extensions 
could include the use recordings of running water as opposed 
to real water or soundproofed choice chambers to truly 
determine if sound is the primary influence. 
 But from the study done by M. Gagliano, the main theory 
appears to be that plants use vibrations to help detect the 
movement of water. Sound waves originate from vibrating 
objects and are transmitted by the oscillation of particles in 
a medium. Plants have been shown to change their behavior 
when exposed to multiple different types of vibrations (5). 
Certain frequencies influence germination, elongation, and 
cell cycling (7-9). This shows that vibrations can influence 
growth and directionality. In wheat and rice, exposure to 
vibrations increases overall yield, nutrient content, and 
resistance against pests (10). Plants have also been shown 
to produce glucosinolate and anthocyanin, defensive 
components, when exposed to frequencies mimicking 
feeding (11). These effects heavily imply that vibrations cause 
chemical changes which regulate growth. More specifically, 
streamside trees have been found to grow their roots into 
deeper layers of soil rather than shallower streams (12). 
Deeper layers of soil provide a steadier source of water than 
shallow streams, and differences in vibration could explain 
how roots are able to direct themselves past the closest 
source of water and instead choose the most effective. 
 The current concept of the influence of sound 
vibrations on a plant cell is a combination of research and 
hypothesis. It appears that sound vibrations increase 
the membrane tension of the plasma membrane of cells 
through microfilament rearrangement (3). The changes in 
the plasma membrane caused by these vibrations allow for 
the movement of a “messenger” through stretch-activated 
channels, most likely the calcium ion Ca2+. Through either 
Ca2+ sensors or calcium dependent protein kinases, the 
generated Ca2+ “message” is passed through proteins or 
transcription factors, eventually resulting in gene expression 
(3). Cells exposed to vibrations also synthesize more proline 
and reactive oxygen species (ROS), auxin and ethylene, and 
ATP. Proline and ROS increase activation of Ca2+ and K+ 
channels, further increasing gene expression, while auxin 

Figure 3: The average mass 
of roots growing down either 
side of each chamber. This 
graph shows the average mass 
of the roots growing down either 
side of the chambers of each 
trial, with error bars representing 
one standard deviation. This 
graph also shows the W value of 
zero obtained from the Wilcoxon 
signed-rank test.

Figure 4: The percentage of root mass of each trial growing 
down either side of each chamber. The graph shows the root 
mass growing towards either end of the chamber as a percentage 
of the total root mass. There is a horizontal line marking 50 percent, 
the height of the bar if growth was even. This graph shows a greater 
percentage of mass growing towards flowing water for each trial, as 
well as the minimal difference in mass distribution when there was 
no difference in stimuli.
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Figure 5: Root branching example. This image shows the 
secondary branching of roots growing towards the left side of the 
image, which was the side exposed to flowing water. This branching 
is not present on the side exposed to no stimulus.

and ethylene may target specific response genes (3). This 
aspect is of particular interest as ethylene and auxin are 
both known to regulate plant growth. Auxin is found in shoot 
and root tips and promotes stem and root growth as well as 
controls orientation. ATP production increases in order to 
support these processes (3). This general pathway of sound-
induced gene regulation is most likely how the plant roots in 
our experiments differentiated the source of flowing water.
 We can therefore see that the behavior of tree roots is 
most likely intentional. With the most supported hypothesis 
being that plants can detect vibrations, this could solve the 
issue of root invasion of sewer pipes. Rather than the typical 
treatment of harsh chemicals, actions like soundproofing 
could present an eco-friendly solution.
 As plants have evolved to be so tuned in to their 
environment, it is inevitable that human development will 
affect them. Besides the obvious concerns of deforestation 
and degradation of soil quality, growing knowledge of 
the sensitivity of plants raises other concerns as well. 
Plants make up 80% of Earth’s biomass, yet they are often 
overlooked because they operate at a different pace than 
other organisms (13). However, time lapse videos of plants 
have shown them competing for territory and nutrients and 
even communicating through various signals (14). The effects 
of noise pollution is well documented in animals, but its effects 
on plants remain unknown. If plants can detect vibrations as 
small as chewing caterpillars, noise pollution could prove 

to have larger consequences than expected, blocking off 
sonic information channels (11). It is therefore important to 
further understand how plants respond to external stimuli. If 
plants are truly able to distinguish between vibrations with as 
much subtlety as current data suggests, this leaves unknown 
concerns for the impact of sound pollution on plant behavior. 
Neglecting such a large part of our ecosystem could therefore 
prove detrimental in the future.

MATERIALS AND METHODS
 To test the question of whether plants could detect the 
external presence of running water, a double ended choice 
chamber was created to grow each plant in. Each chamber 
had one end suspended above a gutter with water flowing 
through it, while the other end was exposed to no sound. To 
analyze root growth, plants were removed from their chambers 
and the roots were grouped into those that had grown down 
the end exposed to flowing water and the end exposed to no 
sound. Root growth was quantified through mass, with groups 
being weighed individually. The results were standardized by 
converting the values into percentages of the total root mass 
of the plant. A greater percentage of total mass was taken as 
a sign of increased growth.

Figure 6: Experimental setup. This labeled image shows the entire 
setup of the experiment. It shows how each component was hung 
from the metal frame, as well as the setup of the gutter system to 
ensure that a consistent water flow was delivered to one end of each 
choice chamber.
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 The manipulated variable was the presence of running 
water. The responding variable was the amount of root 
growth, measured by mass. As controls, two chambers were 
grown: one where both ends were exposed to running water 
and one where neither end was exposed to running water. 
This allowed for a better determination of whether changing 
the plants’ exposure to flowing water was the specific factor 
that influenced growth. The controlled variables were the type 
of plant grown, orientation and build of each chamber, and 
general growing environment (such as light and temperature). 
Different species of plants have different affinities for water 
and could therefore react differently in this experiment. 
These variables were managed by growing the same species 
of bean throughout each trial under an overhead grow light, 
which kept the light source consistent. The plants were also 
grown indoors at a stable temperature of around 18˚C. Each 
chamber was leveled to ensure that stronger influences on 
growth, such as gravitropism, had a minimal effect on the root 
directionality.  When building the chambers, the separation 
angle between the two prongs was kept as consistent as 
possible. This standardized the degree of separation between 
the paths the roots could take, improving clarity of results. 
Keeping these variables consistent increased certainty 
that the presence of running water was the main condition 
changing the directionality of root growth.
 To create the chambers, PVC pipes were cut into 10 
five-inch segments. Angled portions were then cut off each 
segment. Pairs of segments were joined with PVC cement, 
creating five chambers with an inverted “Y” shape, before the 
cement was left to harden. Potting soil was then placed in a 
bucket and mixed with water until it was moist to the touch. 
The two open ends at the bottom of each choice chamber 
were wrapped with plastic wrap, and each chamber was filled 
with soil. Five seeds were germinated between damp paper 
towels within a sealed bag. Once each seed had germinated, 
they were removed from the bag and each was placed within 
its own choice chamber.
 In the preliminary experiment, one end of each of the 
five choice chambers was placed in a tray filled with water. 
Flexible tubing was connected to a fountain pump and 
wrapped around the other end of each chamber. Supports 
were added under the ends of each chamber to ensure they 
were all level. The pump was then switched on and each plant 
was allowed to grow until its stem had reached 10 inches. 
At that point, each plant was removed, and the longest root 
on either side of the chamber was measured. The number of 
roots that had grown longer than 3.33 inches (two thirds the 
length of each arm of the chamber) was measured as well. 
 In this experiment, a cord was used to hang a grow light 
from a metal frame. The gutter system was set up underneath. 
One end of the gutter was elevated, using blocks as support. 
The lower end of the gutter was placed on top of a bucket 
filled with water containing the fountain pump, which served 
as the reservoir. Flexible tubing was connected to the fountain 
pump, and the other end of the tubing was secured to the 

elevated end of the gutter. Four plastic dividers were placed 
within the gutter to differentiate spaces for each chamber to 
occupy, and small pebbles were added throughout to create 
more disturbances and vibrations in the water (Figure 6). 
Using string, each chamber was hung from the metal frame 
with one end placed in the gutter above the running water 
(Figure 7). After the plants had grown to around 10 inches, 
a hose was used to flush the soil out. Roots that had grown 
in the same direction were grouped together and massed. 
After recording this data, the chambers were refilled, five new 
seeds were germinated, and the process was repeated.
 For the control tube with no stimulus, the chamber 
was hung underneath the grow light in a similar fashion as 
mentioned above, but the gutter system was not placed 
beneath the tube. For the control tube with running water, the 
chamber was hung underneath the grow light and the gutter 
was aligned to expose both ends of the chamber to running 
water. Both ends of the gutter level were kept level to ensure 
that both ends of the chamber were the same distance away 
from the running water. The fountain pump maintained the 
movement of water through the system. The same standards 
of growth and methods of data collection were used for both 
control tubes as well.
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food chain. Modern non-governmental organizations have 
taken technological initiatives by using polymer sheets and 
ocean booms to attract plastic pieces together and destroy 
them (2). However, recent efforts are focusing on modern and 
eco-friendly means of ocean cleanup, which are sustainable 
and have the lowest carbon footprint (4).

 With the rising need to clean up the polluted ocean, 
various methods have incorporated traditional and 
contemporary technologies. Several popular methods of 
cleaning up oil spills exist today (5). In-situ burning involves 
the controlled burning of the oil at the surface of oceans until 
there is very little or no spilled oil remaining. However, this 
method isn’t always successful, and the fumes released 
could cause environmental pollution. Another method, natural 
degradation, also known as bioremediation, comprises 
the use of certain microorganisms that breaks down these 
complex oil molecules into non-toxic substances. A physical 
method is oil collection, which involves using booms to trap 
the spilled oil over the surface and collecting the oil in a 
vessel.

	 One	of	the	most	efficient	methods	of	cleaning	oil	spills	is	
adsorption (5). Adsorbents are materials that trap oil on their 
surface. For oil adsorption, nonwoven polypropylene has been 
used repeatedly due to its high water-adsorption capacity and 
low density. Due to its low cost, polypropylene has been used 
to clean oil spills around the globe. However, polypropylene 
disposal became a great issue for the environment as it is 
either burnt or left in the oceans afterwards (6).

 In the wake of this issue, we decided to use natural 
materials	 to	 create	 a	 highly	 efficient	 ocean	 cleaner.	 We	
hypothesized that in opposition to the commercially used 
nonwoven	 polypropylene,	 a	 material	 with	 high	 oil	 affinity	
and natural origin is likely to have a lesser environmental 
impact	 and	 be	 sufficiently	 efficient	 in	 terms	 of	 the	 oil	 it	
adsorbs.	 In	 this	paper	we	describe	 the	efficiency	of	several	
adsorbent materials which could potentially be used as viable 
alternatives for present commercial adsorbents.

RESULTS
In a preliminary test with organic adsorbent materials such 

as cotton, coconut husk, and jute, the oil adsorbed appeared 
to be minimal [data not shown]. However, the few inorganic 
adsorbents	 that	 were	 tested	 exhibited	 significantly	 higher	
adsorption properties, thus we proceeded to test them with 
different oils.

	 We	calculated	the	efficiency	of	each	inorganic	material	in	
adsorbing kerosene, petrol, diesel, and engine oil as the ratio 

Integrated Ocean Cleanup System for Sustainable 
and Healthy Aquatic Ecosystems

SUMMARY
In an attempt to find a natural alternative to 
the commercially used oil-spill adsorbents, we 
investigated natural adsorbents such as sugarcane, 
cotton, charcoal, and clay. It has been observed that, up 
to a certain limit, these materials can be used to clean 
up oil spills. In addition, particular combinations of 
these materials could perhaps increase the efficiency 
of the cleanup. Subsequently, we carefully tested 
the adsorbing efficiency of each natural adsorbent 
with oils of different viscosities. By prototyping with 
a small-scale model, we found that some materials 
adsorbed oil more than the others, with bentonite and 
activated charcoal having the highest capacity of up 
to 100% oil-water mixture adsorption in the first two 
passes and nearly 90% adsorption in the third pass. 
Creating different layers of different materials helped 
to better filtrate the oil-water mixture. Upon testing 
with seawater, the prototype that we developed was 
able to adsorb three passes of a mixture of equivalent 
volume with nearly 100% efficiency. This means 
that the natural adsorbents tested have comparable 
efficiency to commercially used nonwoven 
polypropylene, while being non-toxic to aquatic life 
and easier to dispose of. Here we describe in detail 
our studies and prototyping of an effective oil cleanup 
system.

INTRODUCTION
From their rich biodiversity to their biophysical and chemical 

buffer systems, aquatic ecosystems play a tremendous role 
in the biosphere. They comprise the hydrosphere, which 
houses	 marine	 flora	 and	 fauna,	 regulates	 the	 water	 cycle,	
and provides various resources for civilization. It’s therefore 
essential to maintain a clean and healthy hydrosphere, as 
these ecosystems provide over half of the breathable oxygen 
present in air and consists of over 97% of the world’s water. 
These ecosystems also provide nutrition to humans and 
animals and play a major role in the world’s economy from 
transportation to marine-based investments. 

 However, the ocean has been contaminated with various 
kinds of plastics and large patches of oil that mainly collect at 
five	points	in	the	ocean,	called	the	Great	Garbage	Patches	(1).	
Some of these contaminants, however, do not get collected 
and	 are	 found	 floating	 on	 the	 ocean	 and	 seasides,	 killing	
numerous	 aquatic	 flora	 and	 fauna	 (2).	 The	 floating	 ocean	
debris has severely decreased the albatross population and 
killed	 over	 100,000	marine	 animals	 each	 year	 (3).	Oceanic	
wastes have been alarming to humans, and the seafood 
industry is inhibited by the harmful chemicals enclosed in the 
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of oil-adsorbed to oil-input (Figure 1). Bentonite on average 
showed	the	highest	oil	adsorption	efficiency,	while	hydroton	
exhibited the least. Additionally, perlite served as a midline. 
Hence with all this data, we constructed a prototype composed 
of perlite-bentonite-activated charcoal-perlite-hydroton in the 
ratio	3:1:2:3:2	(Figure 2). The order of materials was decided 
based on their adsorption, placing the higher adsorbing 
materials towards the middle. The ratio composition was 
based on the economic feasibility of each material. For further 
experiments, the oil was an equal mixture of the three oils 
kerosene, petrol, and diesel since engine oil is much denser 

and viscous in comparison to crude oil (7).
 As part of the oil-water emulsion test, we passed the 

equivalent	weight	(33	g)	of	oil-seawater	emulsion	through	the	
apparatus.	The	first	two	passes	were	completely	adsorbed	by	
the apparatus. During the third pass, the apparatus collected 
25 g of water, which was determined to be pure enough 
for household use. We inferred that the water adsorption 
capacity may have reached the maximum limit, meaning that 
the apparatus had successfully taken up 99 g of oil-water 
emulsion, but upon reaching the limit of adsorption, released 
25	g	of	water	as	 residue.	For	 confirmation,	we	added	33	g	
of water once again to the apparatus following the end of 
the third pass, after removing the leftover residue from the 
conical	flask.	This	experiment	released	20	g	of	water	into	the	
conical	flask,	with	infinitesimal	but	observable	traces	of	oil.

	 To	 confirm	 the	 potential	 absence	 of	 oil	 in	 the	 filtrate	
from	the	third	pass,	we	conducted	a	flame	test.	A	filter	paper	
dipped	 into	 the	oil-seawater	emulsion	caught	on	fire	almost	
immediately	 once	 introduced	 into	 a	 flame.	 The	 flame	 test	
with	 newspaper	 dipped	 in	 the	 filtrate	 from	 the	 third	 pass,	
however,	did	not	catch	fire,	likely	due	to	the	considerably	less	
or negligible amount of oil. 

 We conducted a Baeyer’s reagent test, which is an 
experiment used to test the presence of oil in a solution. 
When testing the oil-seawater emulsion with Baeyer’s 
reagent, we obtained a brown precipitate and clear purple 
supernatant.	 Hence,	 the	 presence	 of	 oil	 was	 confirmed	 by	
brown precipitate and the purple supernatant indicated clear 
water.	 With	 the	 filtrate-Baeyer’s	 reagent	 mixture,	 the	 test	

Figure 1. Efficiency of the various components of our prototype in oils of varying viscosities. The graph displays the percentage of 
oil-adsorbed to oil-input when bentonite, perlite, hydroton, and activated charcoal are introduced with four oils kerosene, engine oil, diesel, 
and	petrol.	The	data	from	this	figure	was	used	to	determine	the	order	of	materials	incorporated	into	the	prototype.	On	average,	bentonite	
and activated charcoal displayed high oil-adsorption capacities overall.

Figure 2. Prototype design. The prototype consisted of perlite, 
bentonite, activated charcoal, and hydroton layered in the order 
perlite-bentonite-activated charcoal-perlite-hydroton in the ratio 
3:1:2:3:2.	Results	from	Figure	1	and	economic	feasibility	of	each	
material were used to determine order and ratio.
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Table 2. Comparison between commercially used adsor-
bents to the prototype we constructed. We have used the data 
collected from our experiments as well as references from other 
research to compare our small-scale prototype and non-woven 
polypropylene.

produced a purple colored clear solution, with no precipitate. 
Typically, a brown precipitate is formed even when there are 
trace quantities of oil, and hence this experiment indicates 
that the presence of oil in the solution is <5%, making it safe 
for domestic usage (8). 

 Next, we performed an acrolein test, which tests for 
the presence of oil in a solution. In this test, when we added 
potassium bisulfate to the oil-seawater emulsion and heated 
the mixture, a potent smell was released. On the other hand, 
when only a mixture of seawater and potassium bisulfate was 
heated, the residue was odorless. When we performed the 
experiment on oil alone, it released a potent smell. When the 
filtered	water	from	the	third	pass	was	tested	with	potassium	
bisulfate, the residue, again was odorless.

	 Lastly,	 we	 conducted	 a	 Refractive	 Index	 Experiment	
(Table 1). This provides a quantitative analysis which further 
supports the results of the qualitative experiments performed 
earlier.

DISCUSSION
Dense oils include grease, diesel, and petrol variants (5). 

Heavier oil particles are separated by oil booms having larger 
molecular surfaces. As each adsorbent material has a certain 
inherent adsorption capacity, we had to carefully select 
materials	 in	order	 to	maintain	 the	efficiency	and	 integrity	of	
our apparatus. 

 Dense oil layers are selectively adsorbed by coconut 
husk, a natural oil-adsorbing material. Coconut husks have 
both oil- and water-adsorbing capacity; however, adsorbed 
water evaporates in the atmosphere relatively quicker than 
oil. Thinner oils pass through the husk layer to the internal 
layers. However, due to its poor capability in the preliminary 
test, coconut husk was not considered as an addendum to the 
prototype. In addition, the last layer of the prototype featured 
common	clinical	filter	paper,	to	contain	the	internal	layers	of	
components.

	 Perlite	 is	a	natural	metamorphic-igneous	rock,	which	 is	
similar	in	its	properties	to	the	commonly	found	pumice.	Perlite	
is an amorphous volcanic glass that has a relatively high 
water content, typically formed by the hydration of obsidian. 
It occurs naturally and has the unusual property of greatly 
expanding	when	heated	sufficiently.	It	is	an	industrial	mineral	
and a commercial product useful for its low density after 
processing (6). 

 Activated carbon, carbon, and its derivatives are powerful 
absorbents of oil spills. In comparison to the commercially 
used polystyrene sheets are less powerful than carbon, 
charcoal, and ash as organic absorbent. Activated charcoal, 
adsorbs the oil molecules, and being oleophilic in nature, 
water-suspended charcoal particles attach itself to the oil 
molecules,	making	filtration	easier.	Moreover,	perlite	adsorbs	
the	 activated	 carbon	 particles,	 increasing	 its	 net	 efficiency.	
Activated	charcoal	has	a	high	bonding	area	of	2,000	m²	per	
gram, which attracts organic molecules to itself making it an 
excellent adsorbent (6). 

 Bentonite is an absorbed aluminum phyllosilicate clay, 
which is known for its natural healing properties. Bentonite 
particles	 are	 the	 finest	 among	 the	 ones	 present	 in	 the	
prototype, but they are very porous with a large surface 
area. This increased surface area contributes to larger oil 

Table 1. Mean refractive index of the various tested media. 
This table displays the average of the calculated values of refractive 
indices we have measured in the refracting index test. The refrac-
tive index was calculated by passing a laser beam through a hollow 
rectangular prism containing the media and measuring the change 
in position of an object when placed in front of the prism.
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adsorption. Since the density of oil is less than water, it adsorbs 
the	oil	molecules	more	than	water.	Research	has	shown	that	
bentonite	clay	can	adsorb	up	to	100%	oil	in	relative	quantity,	
in	barely	the	first	pass	itself,	while	other	materials	can	achieve	
100%	only	after	many	passes	(6).

	 The	refractive	index	of	the	filtrate	from	the	third	pass	lies	
very close to that of seawater, and there is a tremendous 
displacement from the refractive index of crude oil (Table 1). 
This	again	shows	that	the	filtrate	contains	negligible	amounts	
of oil.

Our	 prototype	 was	 made	 of	 100%	 natural	 materials	
potentially lessening harm to the aquatic organisms and 
marine	 biome	 (10,	 11).	 These	 natural	 adsorbents	 are	 very	
efficient	in	combating	oil	spills.	In	addition,	our	prototype	is	also	
more oleophilic as compared to commercial adsorbents. The 
materials used in our prototype are highly biodegradable and 
can be used as fuel once served its purpose (Table 2). Based 
on tests and research of various sorbents on various oils, we 
decided	 to	 form	 a	 layer-by-layer	 filtration	 unit.	 The	 ease	 to	
build and cost-effectiveness makes it an even advantageous 
alternative to models used commercially. We could use an 
integrated system that could be used as a microcontroller or 
mini-CPU	for	propelling	the	rover.	Solar	power	could	be	used	
to fuel this mechatronic and thereby makes it an eco-friendly 
module.

 Here we’ve proposed a new model of a sustainable ocean 
cleanup module that can be used for cleaning up oil spills 
in oceans. It incorporates completely natural components 
such as bentonite, activated charcoal, perlite, and hydroton 
arranged in layers within a prototype (Figure 2), and these 
components adsorb the oil-seawater emulsion with an 
adsorption	capacity	of	up	to	100%	in	the	first	two	passes	of	
water,	and	with	nearly	90%	adsorption	rate	in	the	third	pass.	
The	model	proposed	was	tested	in	terms	of	efficiency	and	a	
set of experiments were performed to describe the purity of 
the seawater that was released from the third pass thereby 
demonstrating	its	efficiency.	Further	developments	and	ideas	
were also proposed to further advance the project. 

 If our model was implemented on a large scale, there 
could be an immediate response system to an oil spill; the 
once spilled oil that was deemed unusable could be reused 
as a source of fuel, and it would make the vast deep blue 
ocean into a sustainable marine biome.

MATERIALS AND METHODS
A number of natural materials including cotton, coconut 

husk,	jute,	activated	charcoal,	bentonite,	hay,	vegetable	fibers,	
sand, hydroton, and perlite were tested for oil adsorption by 
passing oil equivalent to the weight of the adsorbent used. 
This experiment was performed twice.

	 After	 the	 finalization	 of	 the	 adsorbents,	 testing	 was	
conducted to furnish a rough analysis of the volume of each 
adsorbent that needs to be used in the prototype. Four types 
of oils were used, namely kerosene, petrol, diesel, and engine 
oil. The test consisted of passing equivalent mass of each 

oil	through	each	of	the	adsorbents	and	finding	the	ratio	of	oil	
adsorbed to oil input. This test was performed twice.

 For the oil-water emulsion test, a mixture of oil and 
seawater was passed through the prototype shown in Figure 
2. The oil used was a combination of diesel, petrol, and 
kerosene.	To	begin	with	the	experimentation,	33	g	(equivalent	
weight	of	 the	apparatus),	where	30	g	was	seawater	and	3g	
was	oil	 (about	 9.1%	of	 the	emulsion	was	oleic),	was	added	
to	the	laboratory	prototype.	This	was	recorded	as	Pass	I.	A	
second	pass	of	the	same	33	g	of	the	oil-water	emulsion	was	
added	into	the	prototype	from	the	end	of	the	first	pass.	The	
third	 pass	 was	 tested	 with	 33	 g	 of	 the	 oil-water	 emulsion,	
added to the prototype from the end of the second pass. 
This whole experiment was carried out twice, with two nearly 
identical prototypes, and the average data was reported. 

	 In	the	flame	test,	a	sheet	of	newspaper	was	dipped	into	
both	 the	oil-seawater	mixture	and	 the	filtrate	 received	after	
Pass	 III,	 and	 then	 burnt.	 We	 also	 performed	 the	 Baeyer’s	
reagent	test	with	the	oil-seawater	mixture	as	well	as	the	filtrate.	
We added Baeyer’s reagent equivalent to the volume of the 
sample used. In the presence of unsaturated compounds, the 
color	of	 the	solution	 turns	 to	brown,	and	finally	disappears,	
otherwise remains purple, in accordance with the color of 
potassium permanganate (KMnO4). Next, we performed the 
acrolein test. According to this experiment, a solution to which 
potassium hydrogen sulfate is added, releases an irritating 
odor when heated in the presence of organic compounds. 
We performed this test by adding potassium hydrogen sulfate 
equivalent to volume of the sample used to oil-seawater 
emulsion,	 seawater,	 oil,	 and	 the	 filtrate	 from	 Pass	 III.	 The	
final	 test	 for	 confirmation	 is	 to	 check	 the	 refractive	 indices	
(12)	of	 the	filtrate,	oil,	and	seawater.	We	did	this	by	passing	
a laser beam through a hollow rectangular prism containing 
the	filtrate	and	oil-water	emulsion	and	measuring	the	change	
in position of an object when placed in front of the prism. 
The	flame	test	and	acrolein	test	were	performed	only	once,	
however, the Baeyer’s reagent test and the refractive index 
test was conducted thrice; the refractive index test was 
precise	up	to	0.01	and	the	average	data	was	reported.
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burning of fossil fuels (2).
The potential dangers of acid rain include damaging 

vegetation, destroying aquatic food chains, and polluting 
lakes and rivers, among many other bodies of water (1). Acid 
rain, also known as acid deposition, refers to any source of 
precipitation that includes acid, mostly SO2 and NOx, that 
falls to the ground in either wet or dry deposits. The United 
States Environmental Protection Agency declares that the 
primary causes of acid rain include the burning of fossil 
fuels, emissions from automobiles and other vehicles, and 
byproducts from labor industries, including manufacturing 
and oil refineries (3). Though human involvement is the key 
reason for increased acid rain in the 21st century, there have 
been natural causes for the release of SO2 and NOx, including 
volcanic explosions, lightning, and decaying biological life 
(4). The combination of man-made and natural releases of 
these gases causes a disastrous impact. Natural water has a 
pH of 6.5 – 7.0, while acidic rain has a pH of 4.4, well below 
the normal levels for our biosphere or the animals in it (5).

The consequences of acid rain include major damage to 
both water and land ecosystems on the surface of the earth 
(3). When these dissolved gases fall to the ground, the acidic 
components can seep into the soil and hurt vegetation (1). 
Moreover, the acidic components of this rain can remove 
aluminum and calcium from the roots of plants, which can 
prevent them from absorbing water, with the potential to 
cause premature death in these plants (1). Their impact is 
just as severe on animals and microbes. Many animals, such 
as birds, are not adapted to acidic environments and thus 
cannot consume water from bodies of water which have a 
low pH level (1). Similarly, animals that are part of the aquatic 
food chain may die, impacting the ecosystem.

 The impact to the ecosystem is taken a step further when 
studying microbes. Microbes, also known as microorganisms, 
make up a large part of the world biome. Their role is 
pertinent in ecosystems, nutrient cycles, and the environment 
(6). Microbes have a major role as decomposers, especially 
in fresh-water ecosystems, because they consume dead 
bodies of plants, animals, and other microbes (7). After 
consuming these organisms, they convert the decaying 
matter into much needed nutrients for the ecosystem, such 
as nitrate, phosphate, and sulfate (6). They also continue to 
be important in life cycles, such as the carbon and nitrogen 
cycles (8). Without microbial decomposers, minerals, and 
nutrients critical to plant and animal growth would not be 
made available to support other levels of the fresh-water food 

INTRODUCTION
Humanity’s footprint on the world has caused the influx 

of gases in our atmosphere. Gases, like sulfur dioxide (SO2) 
and nitrogen oxides (NOx), enter the atmosphere, where they 
mix with water (H2O) deposits and form acidic liquids (1). 
During precipitation, these acidic liquids can cause damage 
to populations of species as well as their environments. Acid 
rain is often forgotten as a damaging consequence of the 

SUMMARY
Acid rain has caused devastating decreases in 
ecosystems across the globe. This problem has 
been escalating due to the burning of fossil fuels. To 
mimic the effect of acid rain on the environment, we 
analyzed the growth of gram-negative (Escherichia 
coli) and gram-positive (Staphylococcus epidermidis) 
bacteria in agar solutions with different pH levels. 
We tested the hypothesis that agar with higher 
concentrations of vinegar would inhibit growth of 
gram-negative and gram-positive bacteria. We used 
agar with no bacteria as the negative control to ensure 
that there was no contamination of the agar from the 
environment. After 7 days at 25°C, we measured the 
size and number of the bacterial colonies. Our results 
showed that there was growth of both bacteria in 
each of the different agar concentrations, while 
the control agar exhibited no growth. The growth 
of the Escherichia coli (E. coli) colony was much 
greater than from the Staphylococcus epidermidis 
(S. epidermidis) colony at 3 different concentrations 
of vinegar: 6.25% Vinegar, 12.5% Vinegar, and 25% 
Vinegar. 6.25% Vinegar models current conditions 
in lakes while 25% represents future models at 
the rate we are going. While both bacteria grew in 
all solutions, there was clear evidence that more 
growth was visible in the agar with less vinegar. Also, 
measurement of the growth of each bacterium with 
daily check-ups over the week-long study showed 
the bacteria grew quicker in the agar with no vinegar. 
These results show that in a given acidic environment 
there was a significant decrease in bacterial growth 
with an increase in vinegar concentration in the agar, 
suggesting that bacterial growth is impacted by the 
pH of the environment. Therefore, increased levels 
of acid rain could potentially harm the ecosystem by 
altering bacterial growth.

Divyash Shah, Katherine McCormack
Tenafly Middle School, Tenafly New Jersey

Modeling the effects of acid rain on bacterial growth

Article



DECEMBER 2020  |  VOL 3  |  27Journal of Emerging Investigators  •  www.emerginginvestigators.org 17 November 2020  |  VOL 2  |  2Journal of Emerging Investigators  •  www.emerginginvestigators.org

chain (7). 
Thus, microbes are important, especially in fresh-water 

ecosystems, which are key in the survival of many animals, 
as well as in creating products needed for the world biome 
to survive (9). In freshwater ecosystems, there is a unique 
composition of microorganisms. Fresh-water microbes span 
a wide range, which includes both anaerobes and aerobes 
(7). As well as depending on the make-up of the aquatic 
ecosystems, a wide variety of protists, proteobacteria, 
actinobacteria, Bacteroides, and cyanobacteria can be found 
(7). These microbes assist in performing photosynthesis 
and maintaining ecosystem health. The fish and other larger 
species that are the consumers in this food chain are directly 
affected by nutrient cycling and other work performed by 
microbes (6, 10).

The established make-up of freshwater microbes 
makes their response to acid rain especially important. 
These microbes have been shown to be clearly affected 
by acid rain in the natural environment, but there are few 
studies quantifying their response. Certain bacteria, called 
acidophiles, prefer a lower pH environment, but as most 
bacteria are not classified in this subtype, the effects of acid 
rain and low pH level remain unknown. A previous study 
found a link between lower pH and decreased biological 
diversity in Adirondack lakes (11). The Adirondack lakes have 
been forced to adapt to increased acidification, and studies 
like these are crucial to see how lowering pH levels in the 
environment may affect microbes (11). This study shows that 
although major microbe species did not seem to be affected 
significantly, there needs to be further research of the effect 
of pH on microbe species. Further studies tested pH levels on 
soil microbes and showed that lowering the pH level resulted 
in less microbe survival (12). 

Lastly, acid rain has potential disturbances to human 
health (4). SO2 can create a low ozone level, which is a 
pollutant damaging to the respiratory system of humans, 
especially young children and the elderly (4). All these 
consequences of acid rain can endanger all aspects of the 
Earth, from humans to the tiny microbes that create the base 
of all life on this planet. 

The nature of the issue leads us to the hypothesis that 
agar made with a liquid that is acidic would inhibit bacterial 
growth compared to agar made with regular water (pH = 6.5) 
as shown in past studies. An acidic environment was created 
with vinegar; one concentration of vinegar shows current 
pH conditions of lakes and an increased concentration of 
vinegar models future pH level of lakes if we continue at the 
current rate. Two commonly studied bacteria, gram-negative 
Escherichia coli (E. coli) and gram-positive Staphylococcus 
epidermidis (S. epidermidis), were tested. Our results show 
that the data supported the initial hypothesis. It was clear 
that regardless of the bacterial strain, a more acidic agar 
environment both inhibited overall growth and decreased the 
rate of growth of the bacteria. 

RESULTS
The dangers of acid rain were modeled in this study using 

the acidic agar created with a mix of water and distilled white 
vinegar. Different concentrations of acidic agar were created 
and treated with two different bacteria, gram-negative E. coli 
and gram-positive S. epidermidis (Table 1). E. coli is gram-
negative, while S. epidermidis is gram-positive, which gives 
an opportunity to see the difference in growth based on 
bacterial strain. Gram-positive indicates bacteria that have 
peptidoglycan in the cell wall of the cell while gram-negative 
bacteria lack this material. Both types of bacteria are present 
in aquatic ecosystems and thus having two strains of bacteria 
with these two bacterial stains allows us to see the effects 
of vinegar based on bacterial stain.  White vinegar is made 
from acetic acid, which is similar in pH to the sulfurous 
acid present in acid rain, and at different concentrations 
this helps accurately model the pH of the freshwater biome 
when exposed to acid rain.  The different concentrations of 
acidic agar created a spectrum of pH levels. The regular agar 
solution had a pH of 6.5, agar with 6.25% vinegar had a pH 
of 5, agar with 12.5% vinegar had a pH of 4.5, and agar with 
25% vinegar had a pH of 3. 

Bacteria were left to grow for a week in an incubation 
container at a constant temperature of 25°C. During the 
week-long period, E. coli and S. epidermidis exhibited similar 
growth in colony count based on the concentration of vinegar 
(Figures 1-2). After the week of growth, the areas of E. coli 
and S. epidermidis were measured. The growth in the petri 
dish with no vinegar exhibited many more colonies throughout 
the week-long period, regardless of the strain of bacteria. 
For gram-negative E. coli, there were 6.67 times as many 
colonies in the agar plate with no vinegar compared to the 
agar plate with 25% vinegar, which exhibited only 3 colonies 
after 7 days (Figure 1). For gram-positive S. epidermidis, 
there were 10 times as many colonies in the agar plate with no 
vinegar compared to the agar plate with 25% vinegar, which 
exhibited only 1 colony after 7 days (Figure 2). On average, 
the total area (mm2) of E. coli colonies was much larger than 
that of S. epidermidis regardless of vinegar concentration 
(Figure 3). Similarly, the total area of growth was much 
larger in the agar plates with smaller vinegar concentrations 

Variables Group 1 Group 2 Group 3 Group 4 Group 5

Type of Bacteria No bacteria
(Control)

G- E.Coli G- E.Coli G- E.Coli G- E. Coli

Concentration of 
solution mixed 
with agar

Regular Water Regular water 25% Vinegar 
with 75% Water

12.5% Vinegar 
with 87.5% 
Water

6.25% Vinegar 
with 93.75% 
Water

Variables Group 1 Group 6 Group 7 Group 8 Group 9

Type of Bacteria No bacteria
(Control)

G+ Staph 
epidermidis

G+ Staph 
epidermidis

G+ Staph 
epidermidis

G+ Staph 
epidermidis

Concentration of 
solution mixed 
with agar

Regular Water Regular water 25% Vinegar 
with 75% Water

12.5% Vinegar 
with 87.5% 
Water

6.25% Vinegar 
with 93.75% 
Water

Table 1: Plating Conditions of Petri Dishes 

Table 1. The conditions of the different plates that were grown 
during this study to model the different effects of acid rain on 
the two bacteria used. 
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(Figure 3). For E. coli, there was an 89% decrease in total 
area from the agar with no vinegar to the agar with 25% 
vinegar (Figure 3). For S. epidermidis, there was a 99% 
decrease in total area from the agar with no vinegar to the 
agar with 25% vinegar (Figure 3). This decrease showed 
the clear effect that large vinegar concentrations have on 
bacterial growth. There was also a 48.4% decrease in E. 
coli and a 63.7% decrease in S. epidermidis from the agar 
with 6.25% vinegar to the agar with 25% vinegar (Figure 
3).  This data revealed how the pH values, which attempted 
to model current freshwater ecosystem levels, play a role 
in the decrease of bacterial growth, showing the severe 
effects as the concentration of vinegar increases. Individual 
colony size was examined and compared using a logarithmic 
scale with maximum, minimum, and mode intervals (Figure 
4). Looking at E. coli, there was much overlap between the 

individual colony data, showing that colony size on average 
was similar in these gram-negative bacteria across different 
vinegar concentrations. However, in S. epidermidis, the 
data exhibited less overlap, indicating a difference in the 
individual size of the colonies in these gram-positive bacteria 
across the different vinegar concentrations. This indicated 
that vinegar concentration may not necessarily interfere 
with the size of individual bacterial colonies (Figure 4), as 
the average size of the colonies did not change significantly 
between concentrations, but it influenced the general number 
of bacteria colony growth.
 
DISCUSSION  

To better understand the effect of acid rain, a two-part 
study was conducted to understand how acidic deposits 
caused by acid rain affected two bacterial strains. In this 
study, gram-negative E. coli and gram-positive S. epidermidis 
were grown in acidic agar conditions to model the effects of 
acid rain on the growth of bacteria. 

Tests on both bacteria showed that the increase in vinegar 
drastically hurt the number of colonies as well as the total 
bacterial growth of all the colonies.  The gram-negative and 
gram-positive bacteria grew slower in the agar prepared with 
vinegar versus the agar prepared without vinegar (Figure 
4). In gram-negative E. coli, the bacteria grew larger with 
declining vinegar concentration in the agar. The total area of 
growth in both gram-negative and gram-positive bacteria was 
significantly larger in the agar plate with no vinegar (Figure 
3).  The data supported the initial hypothesis, as an increase 
in acid in an environment appeared to hurt the growth of 
bacteria in that environment. These results indicate that 
bacteria that are the foundation of aquatic food chains would 
suffer in the presence of acid rain, which could lead to a non-
stable food chain in areas with higher acid concentrations. 

Figure 2. The growth in the number of gram-positive S. 
epidermidis colonies over a one-week period. (Red: 0% Vinegar, 
Green: 6.25% Vinegar, Purple: 12.5% Vinegar, Light Blue: 25% 
Vinegar) Growth in the petri dish with 25% vinegar concentration 
doesn’t start until after day 4. Growth in 6.25% vinegar, 12.5% 
vinegar, and 25% Vinegar doesn’t change from day 6 to day 7 unlike 
in the petri dish with no vinegar. 

Figure I

Figure 1 The growth in the number of gram-negative E. coli 
colonies over a one-week period. Each line represents a different 
concentration of vinegar in the agar in which the bacteria was grown. 
(Red: 0% Vinegar, Green: 6.25% Vinegar, Purple: 12.5% Vinegar, 
Light Blue: 25% Vinegar) The rate of colony count in the petri dish 
with 6.25% vinegar concentration is identical to the rate of growth of 
the 12.5% concentration, shown by the overlapping lines.

Figure 3. Comparing total bacteria growth of E. coli and S. 
epidermidis side-by-side based on plating conditions. (Red: E. 
coli, Orange: S. epidermidis) Vinegar concentration has a negative 
growth effect on both gram-positive and gram-negative bacteria 
however vinegar inhibits more growth in gram-negative bacteria. 
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This was observed via the growth curves that show the 
difference in growth between acidic agar and agar with no 
vinegar (Figures 1-2).

Acidic agar had notably fewer colonies compared to 
the control plates. This showed that the agar with vinegar 
is inhibiting the growth of the bacterial colonies, showing 
the potential destabilization of the food chain in acidic 
environments. An unstable food chain could lead to the 
elimination of many plants and animals. As well, the inhibition 
of growth by decreasing pH may affect nutrient cycles, as 
microbes play a role in the carbon, nitrogen, and phosphorus 
cycles, which help with photosynthesis, production 
of macromolecules, and productivity of the food web, 
respectively (6).  Thus, the decrease in pH levels caused by 
acid rain can raise major concerns for ecosystems across 
the world. The pH levels of the different agar conditions 
accurately modeled live stream pH levels (3). The 6.25% 
vinegar concentration shows the pH of current streams after 
precipitation of acid rain. Similarly, the pH of 25% vinegar 
is what is expected in upcoming years if active effort is not 
taken to lower acid rain and subsequently increase the pH of 
freshwater streams.     

We additionally showed that acidic vinegar affected 
both gram-positive and gram-negative bacteria. E. coli and 
S. epidermidis both showed <3 total colonies in the agar 
with 12.5% vinegar and even less in the agar with 25% 
vinegar (Figure 4). As the pH of agar with 6.25% vinegar 
models the pH of current acid rain deposits, the significant 
decrease in total area of bacterial growth between agar with 
6.25% vinegar and 0% vinegar supports the fact that acidic 
conditions could be detrimental to bacterial survival (Figure 
3). If a pH as low as 3 is reached in freshwater ecosystems, 
this may pose a threat to the survival of these crucial 
microbes, as both colony count and total area of growth is 
significantly decreased at this pH level. 

Bacterial growth was represented by either colony count 

or colony size. Bacteria were equally distributed among 
all the petri dishes, thus colony count indicated sole areas 
where bacteria were able to sustain and grow. As colony 
count decreased with increased vinegar concentration, it 
seems to reveal that lower pH levels severely decrease the 
ability of bacteria to grow (Figures 1-2). Colony size, on 
the other hand, focuses on bacteria’s growth rate and how 
much the bacteria can reproduce in the 7-day growth period. 
Colony size appeared to remain similar regardless of vinegar 
concentration (Figure 4) in E. coli colonies. However there 
appears to be a slight difference in colony size based on 
vinegar concentration in petri dishes with S. epidermidis.

It is also possible that bacterial growth could have been 
inhibited by factors other than the vinegar. To measure 
daily growth, the bacteria needed to be removed from the 
incubation container, and this may have caused disturbances 
in the growth. Possible unequal swabbing between the 
different petri dishes could have given disproportional initial 
bacteria, leading to diverse differences in the results. E. coli 
and S. epidermidis only account for two strains of bacteria 
that make up the large, diverse microorganisms on this 
planet and even though E. coli and S. epidermidis are not 
commonly found in the freshwater ecosystem, they are 
considered model organisms which allow them to shed light 
on how both bacterial strains perform under different pH 
conditions. Thus, these bacteria give us prime examples to 
model aquatic microorganisms, however it is possible that 
other bacteria may respond differently and that other strains 
may have adapted to the acidic water. 

E. coli and S. epidermis represent all prokaryotes that 
may make up an ecosystem, not just a few. They are both 
prototrophic microorganisms, meaning they do not require 
a special medium with supplements to grow as they are 
able to synthesize their own organic material. In addition, 
E. coli and S. epidermis are also classified as autotrophic 
and heterotrophic respectively (14-15). Autotrophs and 

Figure 4. Logarithmic graph of individual colonies divided by vinegar concentrations. A: Individual colonies of E. coli. B: Individual 
colonies of S. epidermidis. Vinegar concentration does not appear to affect size of individual bacteria colonies but does appear to affect the 
number of colonies in both E. coli and S. epidermidis. Colonies were counted and measured after one week of incubated growth. Colony area 
is in mm2.

Logarithmic graph of E. coli colony areas Logarithmic graph of S. epidermidis colony areasA. B.
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heterotrophs are crucial in both decomposition and the 
nutrient cycles in freshwater ecosystems.  Freshwater 
systems contain both types of prokaryotes (16). Though E. 
coli and S. epidermis are not commonly found in freshwater 
ecosystem, they are considered model organisms which 
allow them to shed light on how both bacterial strains perform 
under different pH conditions. 

Results again provide great hope into truly understanding 
the depths of how microbes are affected by both pH and acid 
rain. This first study provides a basis for further research 
where bacteria and acid that more closely model nature 
can be tested and compared to this study in which model 
organisms were used. Further research can help verify 
the conclusions revealed in this study. To further support 
our conclusions, multiple data samples should be tested, 
and these tests should be repeated to ensure that the data 
is scientifically accurate. The data presented in this study 
revealed that we still need to address the problem facing 
microorganisms in aquatic environments. To model current 
findings, we can refer to the results from agar with 6.25% 
vinegar. If the world does not change and aim to reduce 
acid rain levels, as well as pH levels, the severe decrease in 
bacterial colonies and growth shown by the agar with 25% 
vinegar will be our new normal, causing many issues to the 
global environment.

METHODS
The bacteria were grown in different conditions to model 

the effects of acid rain on microorganism growth. To collect 
the data, different agar solutions were prepared with varying 
pH levels.  Nine different groups were established with one 
petri dish per group. The entire experiment was performed 
in a Biosafety Level 1 laboratory.  Dehydrated media nutrient 
agar was ordered via Carolina Biological Company. 

Normal agar was made of 1.6 g of agar powder dissolved 
in 75 mL of water by boiling. Three other conditions were 
created to model the continual increase in acid rain in aquatic 
environments. Acidic solutions were modeled using a white 
distilled vinegar solution. The distilled vinegar had a pH of 
2.4 and needed to be diluted to model pH levels of aquatic 
ecosystems in the world. 

Current freshwater pH conditions were mimicked with a 
6.25% concentration of vinegar (4.6875 mL of vinegar in 70.3 
mL of water); this solution had a pH of 5. To model near future 
water conditions, with increasing acid rain occurrence, 12.5% 
vinegar (9.375 mL of vinegar) was mixed with 65.625 mL of 
water; this solution had a pH of 4.5. Lastly, to model potential 
conditions in the next decades, 25% vinegar (18.75 mL of 
vinegar) was mixed with 56.25 mL of water; this solution had 
a pH of 3. pH was measured using Litmus paper and cross-
checked with a standard lab colorimeter. After measuring 
pH, these solutions were mixed with the dissolved agar in 
standard glass beakers and brought to a boil in a microwave. 
Each of these three acidic agar solutions were split evenly 
into two petri dishes creating a total of six petri dishes with 

acidic conditions and nine totals, including the three with 
standard agar. 

Two different bacteria strains, E. coli and S. epidermidis, 
were tested. E. coli and S. epidermidis are the most 
accessible microorganisms available to test, as they qualify 
under Biosafety Level 1. 

The bacteria were ordered dehydrated through Carolina 
Biological Company (Staphylococcus epidermidis- Item # 
155556A, Escherichia coli- Item # 155065A). While the agar 
solidified, bacteria were rehydrated using a provided medium 
and incubated at room temperature for 30 minutes. When 
the agar was at the right solid consistency, sterile inoculating 
loops were dipped in the respective bacteria and used to 
apply an even coating of each bacteria on the given petri 
dish. The use of the inoculating loop with the same number 
of bacteria was used to ensure even distribution of bacteria 
in each petri dish, preventing another defining variable. 
Inoculating loops were placed in a biohazard bag after one-
time use. One petri dish was swabbed with an unexposed 
inoculating loop to establish a control.  

After dish preparation, nine petri dishes with nine unique 
conditions were created to measure. The variables for this 
project were the concentration of vinegar in the agar solution 
and the bacterial strain of the bacteria. All nine petri dishes 
were sealed with tape and labeled appropriately. After this, 
they were placed in an incubation container and left at 25°C 
for seven days. Bacteria were measured on four days: day 
0, day 4, day 6, and day 7, and the number of colonies were 
counted, and their growth was compared from the previous 
day of measurement. Besides this measurement, the bacteria 
were kept undisturbed for the week-long growth period.

 After one week of growth, the bacteria colonies were 
counted, the size of the colonies was measured, and then the 
petri dishes were appropriately disposed of. The size of the 
colonies as seen in Figures 3-4 was measured by outlining 
each colony on the petri dish and using a ruler and protractor 
to estimate the size of each colony. 

Figures showing data of the bacteria growth over the 
week as well as comparisons of gram-negative E. coli and 
gram-positive S. epidermidis were created with Prism 6 
program. Figure 3 represents the log10 size of individual 
bacteria colonies. The box plots represent maximum and 
minimum size with the middle line representing the mode 
size of colonies.  
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skin cells that produce the skin pigment melanin (6). Some 
potential indicators of melanoma include moles that have 
asymmetrical shape, uneven borders, different colors, large 
size, and the tendency to change size, shape, or color 
over time (6). The severity of melanoma depends upon its 
stage, which are ranked 0 to IV. While Stage 0 to Stage I 
are not dangerous, Stage II can easily spread to important 
tissues such as the lymph nodes (7). Stage III tumors have 
spread to the local lymph nodes and Stage IV melanomas 
have advanced to major organs such as the brain, heart, 
and liver (7). The last two stages both cause deaths due to 
organ failure, with Stage IV melanomas being terminal for 
most patients (7). Although early stage melanomas can be 
easily removed with surgery, late stage melanomas are more 
difficult to treat (7). Immunotherapy, radiation therapy, and 
chemotherapy may not always work and can leave many side 
effects (8). Since early stages are not commonly detected 
and late stages can result in many complications, it is thus 
useful to find alternative methods of combating melanoma (8).
 Recent evidence has established a positive effect of 
luteolin against various forms of cancer (9). Luteolin may 
primarily have its antioncogenic effect due to its ability to 
block cell-survival pathways and instead trigger apoptosis 
by primarily suppressing MMP-2, and MMP-9 proteins (1). 
In research performed by Mano Horinaka et al, luteolin was 
shown to have marginal cytotoxicity against normal cells even 
at high doses (9). Additionally, long term exposure did not 
show any apparent toxicity in rats (30 mg/kg, p.o. for 20 days) 
(4). Both research indicates that high dosages of luteolin 
have little effect in healthy cells for both in vitro and in vivo. 
A combination of its proven effects against several forms of 
cancer, low toxicity in healthy cells, and prevalence in history 
allows for this compound to be a prime candidate for testing 
for alternative forms of melanoma treatment. 
 The goal of this research is to establish the relationship 
between luteolin and melanoma cell death to develop an 
alternative drug candidate to melanoma by treating melanoma 
cells under in vitro conditions with luteolin. Though healthy 
cells have a high tolerance to luteolin, at high enough doses it 
can still be toxic to some degree. Therefore, it is desirable to 
find the highest dose that effectively inhibit cancer cells while 
remaining nontoxic to normal cells. 

RESULTS
 To evaluate luteolin’s effect on melanoma cells, cells were 

Luteolin's positive inhibition of melanoma cell lines.

SUMMARY
If not treated early, melanoma, a form of skin cancer, 
can lead to death in patients. Currently the few 
treatments for melanoma include surgical removal, 
chemotherapy, or immunotherapy without any 
treatment based on natural small molecules currently 
available. Luteolin (3′,4′,5,7-tetrahydroxyflavone) is a 
flavonoid that occurs in fruits, vegetables, and herbs. 
Research suggests that luteolin is effective against 
various forms of cancer by triggering apoptosis 
pathways. In addition, luteolin was consistently 
shown to have marginal cytotoxicity against normal 
cells. Thus, luteolin is currently being researched as 
a possible anticancer agent. This experiment was 
performed using an MTT (3-(4,5-dimethylthiazol-2-yl)-
2,5-diphenyltetrazolium bromide) assay to test cellular 
cell viability. Each sample was administered varying 
doses of luteolin by 2-fold serial dilution. These 
samples were later administered an MTT solution 
and scanned using an absorbance microplate reader 
to measure cell viability.The results of our study 
demonstrate that increased luteolin dosage limited 
melanoma cell survival rate by as much as 98% in 
vitro. Although promising, further research is needed 
to accept luteolin as a clinical drug. This experiment 
analyzes the effects of luteolin on the cell viability of 
malignant melanoma cells using an in vitro experiment 
to research alternative melanoma treatments and 
hopefully to help further cancer research as a whole.

INTRODUCTION
 Historically, almost 34% percent of medicines found 
between 1981 and 2010 are either natural compounds 
themselves or are derivatives of natural compounds (1). 
Luteolin, or 3′,4′,5,7-tetrahydroxyflavone, is a flavonoid 
that commonly occurs in many different types of fruits, 
vegetables, and medicinal herbs (2). In plants, Luteolin is 
used as a protection against microorganisms, infection, and 
UV radiation (3). Plants rich in luteolin have been used in 
traditional Chinese medicine to reduce inflammation, treat 
disease, and battle cancer (3). With the lower risk of breast, 
colon, and prostate cancer with populations in Asia compared 
to the West, researchers have raised the question of whether 
luteolin has anticancer effects (4).
 In 2019, advanced stages of melanoma caused around 
7000 deaths in the United States alone (5). Melanoma is 
caused by mostly UV radiation damage to melanocytes, 
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administered dosages varying from 0–32 μM. These dosages 
were chosen because it was outside of the toxicity which 
would otherwise affect normal cells and these dosages have 
been shown to result in a range of responses from almost no 
termination to complete termination of melanoma cells (4)(14). 
These cells were then evaluated using spectrophotometry 
of an MTT Assay. MTT is a dye that when in contact with 
NAD(P)H oxido-reductases enzymes in cells reduces into a 
formazan which gives off a purple hue. When cells do not 
metabolize NAD(P)H, such as when they are undergoing 
apoptosis, MTT is not reduced and solution remains clear. 
Therefore, a sample with higher cell viability will have a 
greater absorbance of a longer wavelength compared to a 
sample with a low cell viability, which will have more light pass 

through instead of being absorbed (Figure 1). 
 After each trial was analyzed using spectrophotometry, 
the reference absorbance was subtracted by the foreground 
to avoid any skewed data due to the environment (Figure 
1). Then using the average control as a baseline for 100% 
survival rate, a dilution curve was calculated to test the dose-
dependent effect of luteolin on cell survival (Figure 2b). 
 The overall trend showed the percentage of survival 

Figure 1: Higher dosage results in lower absorbances. (a) 
Absorbance of each wavelength (n=4). (b) Data points indicate the 
mean absorbances of each dosage. 

Figure 2: Luteolin inhibits melanoma cell survival rates in a dose 
dependent manner. (a) Survival rate of cells relative to the control. 
(b) Data points indicated the mean survival rate for each dose. The 
survival rate decreased exponentially as dosage increased, with the 
highest tested dosage of 32 μM resulting in only about 1% of cells 
surviving.   

Dosage (μM) 0 0.0313 0.0625 0.125 0.25 0.5 1 2 4 8 16 32

Absorbance 
deviation

0.0842 0.1052 0.0704 0.1003 0.0608 0.0904 0.0623 0.0852 0.0608 0.0423 0.0177 0.0047

Survival Rate 
Deviation

6.678 4.183 5.583 7.959 5.826 7.169 4.940 6.758 4.825 3.358 1.400 0.371

Survival Rate 
Percent Devia-
tion %

6.678 4.697 6.538 8.956 5.257 9.114 6.281 8.645 7.404 9.405 9.658 10.449

Final Average 
Percent Devia-
tion 

7.757

Table 1: Absorbance deviation, survival rate deviation, and the mean percentage deviation of the survival rate.

a

b

a

b
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exponentially decreased as the dosage increased, with the 
full dose bringing an average 98% termination rate (Figure 
2a).  This shows that as the dosage increases the survival 
rate exponentially decreases, which means that luteolin 
similarly induces apoptosis in malignant melanoma cells. 
 The overall percentage deviation was relatively low with 
average percent deviation of 7.757% amongst all samples 
(Table 1) and a R2 of 0.99 (Figure 2b). This suggests the 
experiment is very consistent and can be replicated in similar 
laboratory settings. The data also fits well with the line of 
best fit, meaning that the data was not heavily skewed by 
outliers. After performing a Levine’s test on the data, we got 
a p-value of 0.33, and since that value is higher than 0.05, it 
was eligible for a one-way ANOVA. This gave us a p-value 
of 0.01 (Table 2). Therefore, luteolin is shown to significantly 
affect melanoma’s survival rate.

DISCUSSION
 This research’s purpose was to demonstrate the effects 
of luteolin, a chemical compound commonly found in fruits 
and vegetables, on the cell viability of cancerous melanoma 
cells in hopes of contributing towards the use of luteolin in the 
treatment of disease. The overall trend showed the percentage 
of survival exponentially decreased as the dosage increased, 
with the highest dose bringing an average 98% elimination 
rate (Figure 2a). With a significant statistical significance and 
This further supports our hypothesis that luteolin can be used 
to effectively reduce the cell viability of melanoma cells. Thus, 
luteolin may be a viable drug candidate for the treatment of 
melanoma. 
 Although the overall trend showed a decrease in cell 
viability as the dosage increased, 0.125 μM and 0.25 μM 
instead seemed to have a slight increase in cell proliferation 
from lower doses (Figure 2a). Due to the high statistical 
significance of the data, it may be likely that simply at lower 
doses, luteolin has a relatively similar effect. The effectiveness 
of a drug generally is similar in low doses but as the dosage 
increases its effectives increases dramatically, until it plateaus 

past a certain point. This can be seen in Figure 2b, where 
the cell elimination rate dramatically increases at dosages 
greater than 2 μM (Figure 2b). It is entirely possible that 
a difference of dosage at 0.0625 μM or 0.125 μM has little 
effect on the elimination rate, which will cause these results 
to display about the same cell proliferation, if not a bit higher 
even for a higher dose. Still, we cannot rule out the possibility 
of an error due to serial dilution. Serial dilution was chosen in 
that it is flexible, quick, and can give an even range of values. 
One weakness of serial dilution is that it may be prone to 
error propagation at low doses. This may result in some of the 
doses being a bit lower than the expected, hence the slight 
increase in cell propagation. 
 In future experiments, there are some practices that 
can be done to improve this experiment’s accuracy. One 
alternative method to serial dilution is to create multiple 
existing stock concentrations instead of having one stock 
concentration to perform serial dilution across. This allows 
for the concentrations to have fewer errors, but at the cost of 
having less variability, less ease of use, and uneven spacing. 
Additionally, it is labor and resource intensive to create enough 
stock concentrations to have enough conclusive data, but the 
option was available to us it would be the ideal method. The 4 
trials do help to reduce inconsistencies, but more trials should 
be done in the future to mitigate the effect of random errors 
and bias on the overall data. Though it was established that 
luteolin has little effect on healthy cells, the dosages tested 
in this experiment should be tested on healthy cells in vitro 
to be certain. Other chemical compounds that have similar 
properties need to be studied in case they have similar 
properties for manufacturing additional medical treatments. 
 After this experiment, there is still much more testing 
before luteolin can be considered an official treatment, 
however. Preclinical studies such as in vivo experiments in 
animals are already being done to determine toxicity and 
optimal dosage (9). This is even before considering clinical 
studies with real patients, which may take upward 10 years 
before luteolin can be approved as an optimal drug. It may 

Levine's Test (homogenity of variance)

Total Degree of 
Freedom

Sum of Squares  Mean Square F-Statistic P-value

47 0.08676 0.001845 1.18969 0.330119

ANOVA Summary

Total Degree of 
Freedom

Sum of Squares  Mean Square F-Statistic P-value

47 5.1897 0.005 89.987 0.01

Table 2: Dosage is statistically significant to cell survival rate. The Levine’s Test (left) tested for eligibility of the data for a one-way 
ANOVA (right). The one-way ANOVA returned the p-value, or the statistical significance, of the data. The low p-value indicates a high 
statistical significance of the data.
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take decades before luteolin can be available to the public. 
Ultimately, as research is still being performed on luteolin, 
this experiment has identified an effective dosage for 
melanoma cells, contributing towards the use of luteolin as a 
new treatment for disease.

MATERIALS AND METHODS
Setup
 To test for cell viability among the melanoma cell lines, the 
independent variable was the dosage of luteolin (micromolars) 
applied to the samples and the dependent variable was the 
cell survival rate. This experiment was done by using an MTT 
assay, an investigative procedure to determine cellular cell 
viability by using the dye (3-(4,5-dimethylthiazol-2-yl)-2,5-
diphenyltetrazolium bromide), or MTT. 
 All cell cultures came from the same SK-mel-28 cell 
line (vendor: ATCC, catalog number: ATCC® HTB-72™ ), 
maintained at a temperature of 37°C inside of a 5% CO2 
incubator, and were treated with the same amount of medium 
and growth factor. The medium used, Eagle’s minimum 
essential medium (EMEM) (vendor: Lonza, catalog number: 
12-611F), was supplemented with 5% FBS and 5% NBS (fetal 
bovine serum, newborn bovine serum) and 1% Penicillin/
Streptomycin antibiotics. No other growth factors were 
used. The passage number was estimated to be 50. Cells 
are expected to grow to about 60-70% confluence level, with 
the control not exceeding 90%. To avoid contamination, all 
experimentation was performed in a BSL2 biosafety hood 
that was cleaned regularly with UV light. All laboratory 
equipment was properly cleaned or disposed of to mitigate 
any contamination (with approved IBC protocol, UCI 2013-
1458). 

Cell Culture
 Cells were detached using 1 ml 0.25% trypsin (vendor: 
Lonza, catalog number:17-161E),. After leaving the sample in 
the CO2 incubator for 5 minutes, 4 ml of EMEM added to the 
dish. Approximately 5000 cells were seeded into each well of 
a 96-well plate, about 100 μl in each well for this experiment, 
which was then placed back into the incubator. After waiting 
24 hours, the cell medium was disposed of and 500 μl of 
EMEM was added to all the wells except for the 12th column, 
which had 1000 μl medium. 2 μl of 16 mM luteolin was added 
to the 12th column of the cell culture and a 2-fold serial dilution 
was performed across the plate. The cells were not disturbed 
as they remain adhered to the plate. The first column, the 
control, was not diluted. The culture was then placed in the 
incubator for 72 hours. 
MTT Assay
 After 72 hours, the MTT was prepared by mixing 0.5g 
of solid powdered MTT with 10ml of PBS to create a liquid 
solution, and 100 μl was placed inside each well for 1 hour. 
Then 100 μl DMSO is used to dissolve the MTT. The data was 
analyzed using a Synergy HTX, multimode reader (BioTek) 
to find the cell viability in each well. The experiment was 

repeated 4 times in total, using a different well plate each 
time.

Statistical Analysis
 When analyzing an MTT assay, the Synergy multimode 
reader will give two tables of data, one absorbance of 570 
nanometers, and another of reference wavelength of 650 
nanometers. 650nm must be subtracted by 570nm to get the 
actual absorbance by the samples (Figure 1a).
 The cell survival rate is calculated by dividing the mean 
control absorbance difference with every cell well then finding 
the mean survival rate for said dosage by dividing the sum 
of all the trials for said dosage by the number of total trials.  
(Figure 2a). 

 Deviations are calculated by finding the absolute 
difference from the mean. The survival percentage deviation 
is the survival deviation divided by the corresponding average 

of that dosage and the final average percentage deviation is 
the average of all percentage deviations (Table 1). 
 The data ran through Levine’s test (homogeneity of 
variance test) to find if the data was eligible for a one-way 
ANOVA. After checking if the p-value was over 0.05, the data 
was put through a one-way ANOVA with the null hypothesis 
being the dosage having no effect of cell survival. A p-value 
was calculated from the result, which was used to find 
statistical significance. A p-value of under 0.05 was listed as 
statistically significant while a p-value over 0.05 was listed as 
not significant (Table 2).   
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in DNA damage and the inhibition of DNA replication, which 
has applications in the photodynamic treatment of cancers 
(8). We believe that berberine may inhibit bacterial growth 
through a similar mechanism of action. 
 Compounds with photosensitizing ability and singlet 
oxygen have been previously studied for antimicrobial and 
anticancer photodynamic therapies (9). A study on the kinetics 
of singlet oxygen production and decay in Escherichia coli 
upon photoirradiation with photosensitizers representative of 
three different structural classes found that the photochemical 
properties of photosensitizers and their abilities to be taken 
up by bacterial cells differ throughout different classes of 
compounds (10). On cancer, it has been previously reported 
that berberine, upon photoirradiation, induced anticancer 
effects on renal carcinoma cells (11).             
 Previously, we reported the dose dependency and 
strain specific antimicrobial activity of berberine compared 
to five broad spectrum antibiotics representative of different 
structural classes (12). We found that berberine is less potent 
than the broad-spectrum antibiotics screened (ampicillin, 
enrofloxacin, kanamycin, nalidixic acid, and sulfanilamide), 
but seemed to exhibit strain specificity. 
 Semisynthetic analogs of berberine have been previously 
demonstrated to have more potent antimicrobial activity in-
vitro and in-vivo compared to berberine (13-15). Grignard 
additions with alkyl chains and phenyl substituents have 
demonstrated more potent antimycobacterial effects against 
tuberculosis (16). 8-alkyl-12-bromo derivatives of berberine 
have been previously synthesized through Grignard addition 
followed by radical bromination, and it was found that these 
compounds have more potent antimicrobial activity (17). 
However, it has been previously reported that a borohydride 
reduction of berberine to dihydroberberine resulted in 
decreased antimicrobial activity (18).
 Here, we report photoirradiation-dependent, 
comparative antimicrobial activity of berberine and two 
chemically synthesized analogs. Two separate experiments 
were conducted to study this: a Kirby Bauer assay based on 
our previous methodology, which is a disc diffusion assay, 
and an agar infusion assay, in which the agar was infused 
with the compound solution and inhibition was quantified by 

Strain-specific and photochemically-activated 
antimicrobial activity of berberine and two analogs

SUMMARY
Berberine, a natural product alkaloid, and its 
analogs have been reported to have a wide range of 
medicinal properties, including antibacterial activity. 
Berberine has been shown to be a photosensitizer - 
photochemical excitation at the correct wavelengths 
generate highly reactive singlet oxygen species in situ, 
and this has biomedical applications in photodynamic 
therapy. Here, we explore the antibacterial effects of 
berberine and two semisynthetic berberine analogs, 
dihydroberberine and 8-methyl-7,8-dihydroberberine, 
as a result of photoirradiation across three strains of 
bacteria. Through two antibiotic susceptibility assays, 
the Kirby Bauer assay and an infused agar assay, it 
was determined that the antibacterial activities of 
berberine and two semisynthetic analogs were more 
potent upon photoirradiation. An understanding 
of the photosensitizing ability of berberine may 
inform the design of future compounds towards the 
photodynamic therapy of bacterial infections.   

INTRODUCTION
 Widespread use of antibiotics has resulted in the 
emergence of strains of antibiotic resistant bacteria, which 
continues to present an ever-growing problem in medicine, 
particularly in hospital settings. Every year, tens of thousands 
of Americans die from infection from antibiotic resistant 
bacteria (1). Therefore, the development and discovery of 
novel antibacterial agents has been and continues to be an 
area of great scientific and biomedical importance.   
 Berberine, a naturally occurring alkaloid, is extracted 
from the plants in the genus Berberis, and has been 
documented to have a wide range of biological activities, 
including anticancer, antitumor, and antimicrobial activities (2- 
4). The use of berberine-containing extracts as a medicinal 
agent dates back to 3000 BCE, where it was first reported 
to be used in ancient Chinese medicine (5). Berberine has 
also been shown to be a photosensitized DNA intercalating 
agent. Berberine intercalates with DNA to form a berberine 
DNA complex (6). Upon photoirradiation of this complex, 
a highly reactive singlet oxygen species is generated (7). 
Singlet oxygen then oxidizes guanines within DNA, resulting 
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means of cell density (12). We were interested in two carbon 8 
analogs of the berberine: dihydroberberine and 8-methyl-7,8-
dihydroberberine. 
 We are interested in the effects of photoirradiation on 
the antimicrobial inhibitory activity of berberine and two 
analogs on the growth of three bacterial strains: Bacillus 
cereus (gram-positive), Neisseria sicca (gram-negative), and 
Staphylococcus epidermidis (gram-negative) (Table 1). The 
selection of gram-positive and gram-negative bacterial strains 
allows us to understand the strain-specific antimicrobial 
activity of berberine and its analogs (19). Strains belonging to 
the three species have been found to be pathogenic. Based 
on prior literature, we hypothesize that dihydroberberine will 
have less potent antimicrobial activity than berberine, and 
8-methyl-7,8-dihydroberberine will be more potent. Moreover, 
we hypothesize that strain specific antimicrobial effects might 
be accentuated upon photoirradiation. 
 In this study, we identified the photoirradiation-dependent 
antimicrobial activity of berberine and two semisynthetic 
analogs against three strains of bacteria through two separate 
assays. We determined that berberine and 8-methylberberine 
had photoirradiation-dependent inhibitory activity at 
concentrations above 10 mM, and dihydroberberine had no 
antimicrobial activity.

RESULTS
 We performed the Kirby Bauer assay and the infused 
Mueller Hinton (MH) agar assay to understand the 
photosensitizing ability of berberine and two semisynthetic 
analogs, and their effect of photoirradiation on their 
antimicrobial properties.  
 Dihydroberberine was synthesized through a borohydride 
reduction to berberine in which the iminium ion of berberine 
is reduced to an enamine (Figure 1a). A racemic mix of 
8-methyl-7,8-dihydroberberine was synthesized through 
a Grignard addition with methyl magnesium bromide to 
berberine chloride (Figure 1b). The addition of substituents to 
carbon 8 results in the formation of a stereocenter. Berberine 
chloride was commercially purchased and not purified further. 

 The wavelength of light chosen for photoirradiation 
was based on the maximum wavelength of absorbance for 
all three compounds (Figure 2). The maximum wavelength 
of absorbance for the two analogs experience a blueshift in 
comparison to berberine. 
 Radii of inhibition (ROI) from the Kirby Bauer assay (Figure 
3) are shown below. Berberine and synthesized analogs had 
no inhibition against N. sicca at all concentrations, consistent 
with our previously reported results. No inhibition was 
observed for concentrations under 10 mM for all compounds 
screened. ROI against B. cereus (Figure 3a), demonstrate that 
berberine and 8-methyl-7,8-dihydroberberine inhibit bacterial 
growth at high concentrations without photoirradiation, with 
the 100 and 50 mM concentrations having ROI that are 
similar and statistically insignificant (2-tail unpaired t-test; 
berberine p-value 1.00, 8-methyl-7,8-dihydroberberine 
p-value 0.109). No inhibition against S. epidermidis was 
shown at any concentration with any of the berberine analogs 
in the absence of photoirradiation (Figure 3b). 
 Radii of inhibition upon photoirradiation indicate that 
photoirradiation has a positive effect on the antimicrobial 
inhibitory activity of berberine analogs (Figure 4). A 
photoirradiated control demonstrated no inhibition against 
the growth of B. cereus and S. epidermidis, however 
photoirradiation with compound solutions resulted in positive 

Figure 1: Reaction schematics for our synthesis of berberine analogs. 
(a) Synthesis of dihydroberberine 2 with  NaBH4, K2CO3, and MeOH 
at room temperature (b) Synthesis of 8-methyl-7,8-dihydroberberine 
3 with MeMgBr and THF at 0°. C.

Figure 2: UV-Vis spectra of berberine, dihydroberberine, and 
8-methyl-7,8-dihydroberberine. The irradiation window represents 
all wavelengths of light that the bacteria were exposed to. 

Table 1: Bacterial strains studied and some of their characteristics

Bacterial Strain  Related 
Diseases Characteristics 

Bacillus cereus Food poisoning, 
diarrhea (20)

Can produce ATP in 
the absence of oxygen 
- Facultative anaerobic 
(21)

Neisseria sicca 
Pneumonia, men-
ingitis, endocardi-
tis (22)

Oxidase-positive (aero-
bic)- uses oxygen as an 
electron acceptor in the 
electron transport chain 
(23)

Staphylococcus 
epidermidis 

Hospital acquired 
infections - noso-
comial infections 
(24)

Forms biofilm - pro-
tects the bacteria from 
immune response and 
antibacterial agents (25)  
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ROI. An increase in the ROI upon photoirradiation can be 
observed with berberine and 8-methyl-7,8-dihydroberberine 
at all concentrations higher than 1 mM against both B. 
cereus and S. epidermidis (Figure 3). Dihydroberberine 
had no inhibitory effects against bacterial growth upon 
photoirradiation. The previous maximum inhibitory effects 
of berberine against B. cereus remain consistent, with the 
100 mM and 50 mM resulting in statistically insignificant 
differences in ROI (2-tail unpaired t-test, p-value 0.94). At the 
10 mM concentration, there is a significant difference between 
the inhibitory effects of berberine upon photoirradiation (2-
tail unpaired t-test, p-value 0.02). The inhibitory effects of 
8-methyl-7,8-dihydroberberine against B. cereus are also 
improved upon photoirradiation, with a statistically significant 
difference at the 50 mM concentration (2-tail unpaired t-test, 
p-value 0.0002) and antimicrobial activity at the 10 mM 
concentration, whereas there was no inhibition at the 10 mM 

concentration with no photoirradiation.  
 The effects of photoirradiation on the antimicrobial 
effects of berberine and its analogs is consistent against S. 
epidermidis . There was no inhibition against S. epidermidis 
without photoirradiation at all concentrations and a 
photoirradiated control also demonstrated no inhibition, but 
upon photoirradiation with compound solutions, berberine 
demonstrated antimicrobial effects at 100, 50, and 10 mM 
concentrations and 8-methyl-7,8-dihydroberberine had 
antimicrobial effects at 100 mM.     
 Bacterial growth from the infused Mueller Hinton 
agar assay was quantified by cell density. In this study, 
dihydroberberine demonstrated inhibitory effects against 
N. sicca upon photoirradiation (Figure 5). N. sicca colonies 
covered 30.7% of the petri dish after being subjected to 
photoirradiation for thirty minutes, compared to the lawn of 
bacteria (full coverage) that grew without photoirradiation. 
Results for other strains of bacteria and compounds were 
inconclusive. 
 From this study, we found that the antimicrobial activity 
of berberine and related analogs are positively affected by 
photoirradiation, and the inhibitory activity remains strain 
specific when photoirradiated. 

Figure 4: Bacteria growth after incubation without photoirradiation 
(left) and with photoirradiation (right). The compound solution 
shown here is berberine at 100 mM and 50 mM concentrations. The 
increased inhibition of bacterial growth can be seen in their respective 
radii of inhibition. Petri dishes shown are representative of the whole 
experiment. Concentrations from left to right, of berberine solutions 
starting with the top row: 100 mM, 50 mM, 100 mM photoirradiated, 
50 mM photoirradiated, 50 mM, 100 mM, 50 mM photoirradiated, 100 
mM photoirradiated. 

Figure 5: Petri dishes from the infused Mueller Hinton agar assay 
with dihyroberberine against N. sicca. The un- photoirradiated petri 
dish (left), has bacterial growth in a lawn, while the photoirradiated 
petri dish (right) has distinct bacteria colonies. 

Figure 3: Radii of inhibition against B. cereus and S. epidermidis (a) The radii of inhibition against B. cereus at three concentrations with 
both photoirradated and non photoirradiated results represented. One statistically significant relationship is observed for 8-methylberberine 
at a 50 mM concentration (2-tail unpaired t-test 0.0002) (b) Radii of inhibition against S. epidermidis at three concentrations. One statistically 
significant relationship is observed for berberine at a 10 mM concentration (2-tail unpaired t-test 0.02). The * represented statistical significance 
between the two data points. Results shown are the mean of 3 technical replicates and standard error is reported.  
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DISCUSSION
 In this study, we report the photoirradiation-dependent 
antimicrobial activity of berberine and two semisynthetic 
berberine analogs, 8-methyl-7,8-dihydroberberine and 
dihydroberberine. We found that photoirradiation results 
in superior antimicrobial activity at all concentrations of 
berberine and 8-methyl-7,8-dihydroberberine in the Kirby 
Bauer assay, and that the antimicrobial activity remains strain 
specific. 
 In the Kirby Bauer assay, berberine and 8-methyl-7,8-
dihydroberberine inhibit bacterial growth with insignificantly 
different radii of inhibition at concentrations of 100 mM and 
50 mM both without and with photoirradiation. We believe 
that this is a result of the maximum inhibitory effects of 
berberine against B. cereus being within the 10 and 50 mM 
concentrations. It was also determined that berberine and 
8-methyl-7,8-dihydroberberine have comparable inhibitory 
activity, however berberine is commercially available while 
the synthesis of 8-methyl-7,8-dihydroberberine is done in an 
ice bath. Further research into the viability of 8-methyl-7,8-
dihydroberberine as an antibacterial agent is needed in order 
to determine if the compound presents significant benefits 
over berberine such as reduced side effects. 
 Differences between this study and our previously 
reported study, including the minimum concentrations of the 
berberine solutions necessary to induce inhibitory activity on 
B. cereus and the lack of inhibitory activity on S. epidermidis 
without photoirradiation, can be attributed to the modification 
in the composition of our Mueller Hinton agar. It has been 
previously reported that differences in agar composition can 
result in significant differences in bacterial growth rates and 
colony density (26). 
 The results of the Kirby Bauer assay and the infused 
agar assay suggest that the mode of administration of the 
compound affects its antimicrobial activity. Dihydroberberine 
demonstrated no inhibition in the Kirby Bauer assay, which is 
a disc diffusion assay, while it exhibited inhibition of bacterial 
growth in the infused agar assay. We believe that this may be 
attributed to dihydroberberine having a poor ability to diffuse, 
while other compounds studied were able to diffuse better, 
resulting in inhibition in the Kirby Bauer assay. 
 A limitation to the use of our synthesized berberine 
analogs is the possibility of cytotoxic side effects due to the 
blueshift in the maximum wavelength of absorption compared 
to berberine. DNA, aromatic amino acids, and other molecular 
entities have absorbances in the ultraviolet range, with DNA’s 
absorbance around 260 nm (27). The generation of a highly 
reactive singlet oxygen species within DNA may also result 
in non-specific cytotoxicity within the human body, posing an 
implication to the development of berberine and its analogs 
as a therapeutic agent. These factors may be impactable to 
the design and synthesis of future berberine analogs. 
 Our synthesized analog, 8-methyl-7,8-dihydroberberine, 
had antimicrobial activity that was comparable to that 
of berberine. Further studies on the structure-activity 

relationship of the length of the alkyl chain on carbon 8 of 
berberine and dihydroberberine and the antimicrobial activity 
and strain specificity, along with analogs with substituents 
on different carbon positions, would be instrumental to 
understanding the structure relationship activity of berberine 
analogs and antimicrobial activity. Such structures are 
synthetically accessible with alternate Grignard reagents. 
Additionally, future optimizations to the method of delivery of 
berberine analogs would be instrumental to gaining insight on 
the effects of photoirradiation to the antimicrobial activity of 
berberine and the effects of diffusion versus infusion.    This 
could guide the design of future analogs of berberine and the 
possible identification of novel antibacterial agents. 

MATERIALS AND METHODS
Chemical Synthesis 
 Berberine chloride (MaxSun, >97.0%) was used for 
the synthesis without further purification. Synthesis of 
dihydroberberine was conducted according to previously 
reported protocols (28). Dihydroberberine is an analog 
of berberine that also provides access to other analogs 
and reactions such as stork enamine reactions and 
13-alkylberberine (29,30). 

Synthesis of 7,8-dihydroberberine  
 We added berberine chloride 1 (1.000 g, 2.690 mmol, 1.0 
eq.), sodium borohydride (Fisher, >98%; 0.112 g, 2.959 mmol, 
1.1 eq.), and potassium carbonate (1.100 g, 7.959 mmol, 3.0 
eq.) in MeOH (30 mL) to a vacuum dried 50 mL round bottom 
flask charged with a teflon stir bar. The reaction mixture was 
stirred at room temperature for one hour and monitored by 
thin layer chromatography (TLC) (10% MeOH in DCM). Upon 
disappearance of the starting material by TLC, the reaction 
mixture was filtered with a Buchner funnel. The resulting 
material was recrystallized in ethanol to give dihydroberberine 
as yellow crystals (0.799 g, 2.36 mmol, 75.4% yield) 

Synthesis of 8-methyl-7,8-dihydroberberine 
 We added 0.2 g (0.538 mmol, 1.0 eq) of berberine chloride 
in tetrahydrofuran (THF) to a vacuum dried 25 mL round 
bottom flask cooled in an ice bath and charged with teflon stir 
bar. A 3M solution of MeMgBr (STREM Chemicals Inc.; 1.793 
mL, 5.379 mmol, 10 eq.) in THF was added dropwise through 
a syringe. The reaction mixture stirred for 15 minutes in the 
ice bath and monitored by thin layer chromatography (25% 
hexane in ethyl acetate). Upon disappearance of the starting 
material by TLC, the reaction mixture was quenched with 
water, and extracted with brine and ethyl acetate. The organic 
layer was collected and dried over anhydrous magnesium 
sulfate and concentrated in vacuo to give 8-methyl-7,8-
dihydroberberine (0.126 g, 0.359 mmol, 66.7% yield). 

Characterization 
 All compounds were characterized by 1H nuclear 
magnetic resonance (NMR) spectroscopy (Nanalysis, 
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NMReady, 60 MHz), Fourier-transform infrared spectroscopy 
(Thermo Nicolet iS5, iD5 ATR assembly) and UV-visible 
spectroscopy (BioRad Smartspec 3000).

Dihydroberberine Characterization 
 (60 MHz, CDCl3): δ 5.82-7.02 (m, 5H), 5.84 (s, 2H), 4.18 (d, 
J = 13.4 Hz, 2H), 3.80 (s, 6H), 2.59-3.65 (m, 4H); FTIR (ATR, 
cm1): 2930.24, 2833.66, 2249.37, 1607.91, 1494.35, 1484.76, 
1457.74, 1427.17, 1388.49, 1333.92, 1277.43, 1246.80, 
1221.93, 1163.74, 1131.16, 1083.90, 1039.00, 990.70, 938.65, 
908.41, 860.13, 799.16, 772.73, 730.86, 647.90; UV (iPrOH) 
λmax: 301, 354   

8-methyl-7,8-dihydroberberine Characterization
 (60 MHz, CDCl3): δ 5.75-7.14 (5H, m), 4.69 (1H, m), 3.74 
(3H, s), 3.68 (3H, s), 2.67 (2H, m), 2.02 (2H, m), 1.38 (3H, d, 
J = 6.9 Hz); FTIR (ATR, cm-1): 2931.25, 2359.69, 1681.92, 
1597.43, 1482.63, 1416.18, 1343.49, 1266.07, 1229.80, 
1167.99, 1096.48, 1037.44, 932.42, 847.36, 810.53, 738.87, 
612.23; UV (H2O) λmax: 316    

Bacteria Cultures 
 Live bacteria cultures of Bacillus cereus, Escherichia 
coli, Neisseria sicca, and Staphylococcus epidermidis were 
acquired from Carolina Biological. Overnight cultures were 
grown in falcon tubes with 10 mL LB media (1% tryptone, 
1% NaCl, 0.5% yeast extract, 97.5% water) at 37°C for 12-14 
hours.   

Compound Solutions 
 Solutions of berberine, dihydroberberine, and 8-methyl-
7,8-dihydroberberine were made at 6 different concentrations 
(100 mM, 50 mM, 10 mM, 1 mM, 0.1 mM, 0.01 mM). Commercial 
berberine chloride was used without further purification. 
Compounds were dissolved in solutions of 10% DMSO in 
deionized water. A solution of 10% DMSO in deionized water 
served as our control. Solutions were sonicated to help with 
dissolution. The appropriate dilutions were performed, and 
the appropriate amounts of DMSO were added to maintain a 
10% DMSO solution. 

Kirby Bauer Assay 
 Bacteria from the overnight cultures were inoculated on 
Petri dishes plated with modified Mueller Hinton Agar. Filter 
paper discs saturated with the compound solution were 
used to administer the compound solutions. The bacteria 
were incubated overnight at 37°C, and radii of inhibition 
measurements were taken in mm with an electric caliper. All 
plating was done in a sterile laminar flow hood. Triplicates 
with technical replicates were completed, and the results 
were averaged. 

Infused Agar Assay 
 We added 1% of the 100 mM compound solutions to 
the modified Mueller Hinton agar, resulting in a 0.1 mM 

concentration of the compounds in the agar. Petri dishes 
were plated with the infused Mueller Hinton agar and bacteria 
were inoculated. The petri dishes were incubated overnight at 
37°C. Results were quantified by bacteria density, which was 
measured by colonies per cm2. The average size of a colony 
was found. All plating was done in a sterile laminar flow hood.  

Photoirradation 
 Petri dishes were photoirradiated at 380 nm for thirty 
minutes while incubated at 37°C. After initial photoirradiation, 
all petri dishes were incubated overnight at the same 
temperature. A nail curing lamp set up inside of the incubator 
was used as the light source (Figure 6). The wavelength 
of emitted light was determined by a spectrometer (Ocean 
Optics).

Statistical Analysis 
 Radius of inhibition measurements were acquired in 
millimeters using an electronic caliper. The ROI from all 
three experiments were averaged and standard error was 
calculated. Statistical significance of the differences between 
the observed radii of inhibition was determined at the 95% 
confidence level using independent, 2-tailed t-testing (31).    

Received: June 15, 2020
Accepted: October 31, 2020
Published: November 17, 2020

REFERENCES
1. Kim, Lindsay, et al. “Biological and Epidemiological 

Features of Antibiotic-Resistant Streptococcus 
Pneumoniae in Pre- and Post-Conjugate Vaccine Eras: 
a United States Perspective.” Clinical Microbiology 
Reviews, vol. 29, no. 3, 2016, pp. 525–552., doi:10.1128/
cmr.00058-15.

2. Stermitz, F. R., et al. “Synergy in a Medicinal Plant: 
Antimicrobial Action of Berberine Potentiated by 
5-Methoxyhydnocarpin, a Multidrug Pump Inhibitor.” 
Proceedings of the National Academy of Sciences, 
vol. 97, no. 4, Apr. 2000, pp. 1433–1437., doi:10.1073/
pnas.030540597.

3. Wang, Haoran, et al. “Metformin and Berberine, Two 

Figure 6: Experiment setup for the photoirradiation of the petri 
dishes. (a) Petri dishes placed inside the nail curing lamps. Each 
petri dish was photoirradiation for 30 minutes. (b) Nail curing lamps 
placed inside the incubator, at 37° C.



DECEMBER 2020  |  VOL 3  |  42Journal of Emerging Investigators  •  www.emerginginvestigators.org 17 NOV 2020  |  VOL 3  |  6Journal of Emerging Investigators  •  www.emerginginvestigators.org

Versatile Drugs in Treatment of Common Metabolic 
Diseases.” Oncotarget, vol. 9, no. 11, Nov. 2017, 
doi:10.18632/oncotarget.20807.

4. Xu, Jianhao, et al. “Anticancer Effect of Berberine Based 
on Experimental Animal Models of Various Cancers: a 
Systematic Review and Meta-Analysis.” BMC Cancer, 
vol. 19, no. 1, 2019, doi:10.1186/s12885-019-5791-1. 

5. Tillhon, Micol, et al. “Berberine: New Perspectives for 
Old Remedies.” Biochemical Pharmacology, vol. 84, no. 
10, 2012, pp. 1260–1267., doi:10.1016/j.bcp.2012.07.018.

6. Krey, A. K., and F. E. Hahn. “Berberine: Complex with 
DNA.” Science, vol. 166, no. 3906, July 1969, pp. 755–
757., doi:10.1126/science.166.3906.755.

7. Hirakawa, Kazutaka, et al. “Dynamics of Singlet Oxygen 
Generation by DNA-Binding Photosensitizers.” The 
Journal of Physical Chemistry B, vol. 116, no. 9, 2012, 
pp. 3037–3044., doi:10.1021/jp300142e.

8. Hirakawa, Kazutaka, et al. “The Mechanism of Guanine 
Specific Photooxidation in the Presence of Berberine 
and Palmatine: Activation of Photosensitized Singlet 
Oxygen Generation through DNA-Binding Interaction.” 
Chemical Research in Toxicology, vol. 18, no. 10, 2005, 
pp. 1545–1552., doi:10.1021/tx0501740.

9. Callaghan, Susan, and Mathias O. Senge. “The Good, 
the Bad, and the Ugly – Controlling Singlet Oxygen 
through Design of Photosensitizers and Delivery 
Systems for Photodynamic Therapy.” Photochemical & 
Photobiological Sciences, vol. 17, no. 11, 2018, pp. 1490–
1514., doi:10.1039/c8pp00008e.

10. Ragàs, Xavier, et al. “Singlet Oxygen in Antimicrobial 
Photodynamic Therapy: Photosensitizer-Dependent 
Production and Decay in E. Coli.” Molecules, vol. 18, no. 3, 
2013, pp. 2712–2725., doi:10.3390/molecules18032712.

11. Lopes, Tairine Zara, et al. “Berberine Associated 
Photodynamic Therapy Promotes Autophagy and 
Apoptosis via ROS Generation in Renal Carcinoma 
Cells.” Biomedicine & Pharmacotherapy, vol. 125, 2020, 
p. 110038., doi:10.1016/j.biopha.2020.110038.

12. Sun, Stephanie, et al. “Comparative screening of dose-
dependent and strain-specific antimicrobial efficacy 
of berberine against a representative library of broad 
spectrum antibiotics” Journal of Emerging Investigators, 
accepted manuscript.

13. Park, Ki Duk, et al. “Synthesis and Antifungal Activity 
of a Novel Series of 13-(4-Isopropylbenzyl)Berberine 
Derivatives.” Bioorganic & Medicinal Chemistry Letters, 
vol. 20, no. 22, 2010, pp. 6551–6554., doi:10.1016/j.
bmcl.2010.09.045.

14. Iwasa, Kinuko, et al. “Antimicrobial Activity of Some 
13-Alkyl Substituted Protoberberinium Salts.” 
Planta Medica, vol. 63, no. 03, 1997, pp. 196–198., 
doi:10.1055/s-2006-957651.

15. Kim, Sung Han, et al. “Antimicrobial Activity of 
9-O-Acyl- and 9-O-Alkylberberrubine Derivatives.” 
Planta Medica, vol. 68, no. 3, 2002, pp. 277–281., 

doi:10.1055/s-2002-23128.
16. Wang, Yanxiang, et al. “Synthesis and Biological 

Evaluation of 8-Substituted Berberine Derivatives as 
Novel Anti-Mycobacterial Agents.” Acta Pharmaceutica 
Sinica B, vol. 2, no. 6, 2012, pp. 581–587., doi:10.1016/j.
apsb.2012.10.008.

17. Iwasa, Kinuko, et al. “Antimicrobial Activity of 8-Alkyl- and 
8-Phenyl-Substituted Berberines and Their 12-Bromo 
Derivatives.” Journal of Natural Products, vol. 61, no. 9, 
1998, pp. 1150–1153., doi:10.1021/np980044+.

18. Rodrigues, Catarina A. B., et al. “Synthesizing a Berberine 
Derivative and Evaluating Antimicrobial Activity To 
Reinforce with Students the Potential Significance 
of Small Chemical Structure Changes for Biological 
Systems.” Journal of Chemical Education, vol. 95, no. 3, 
2018, pp. 492–495., doi:10.1021/acs.jchemed.7b00458.

19. Hessle, Christina C., et al. “Gram-Positive and Gram-
Negative Bacteria Elicit Different Patterns of pro-
Inflammatory Cytokines in Human Monocytes.” Cytokine, 
vol. 30, no. 6, 2005, pp. 311–318., doi:10.1016/j.
cyto.2004.05.008.

20. Bottone, E. J. “Bacillus cereus, a Volatile Human 
Pathogen.” Clinical Microbiology Reviews, vol. 23, no. 2, 
Jan. 2010, pp. 382–398., doi:10.1128/cmr.00073-09.

21. Duport, Catherine, et al. “Adaptation in Bacillus cereus: 
From Stress to Disease.” Frontiers in Microbiology, vol. 7, 
Apr. 2016, doi:10.3389/fmicb.2016.01550.

22. Entesari-Tatafi, Damoon, et al. “Iatrogenic Meningitis 
Caused By Neisseria sicca/Subflava After Intrathecal 
Contrast Injection, Australia.” Emerging Infectious 
Diseases, vol. 20, no. 6, 2014, pp. 1023–1025., 
doi:10.3201/eid2006.131117.

23. Liu, Guangyu, et al. “Non-Pathogenic Neisseria: 
Members of an Abundant, Multi-Habitat, Diverse Genus.” 
Microbiology, vol. 161, no. 7, Jan. 2015, pp. 1297–1312., 
doi:10.1099/mic.0.000086.

24. Ogara, James P., and Hilary Humphreys. “Staphylococcus 
epidermidis Biofilms: Importance and Implications.” 
Journal of Medical Microbiology, vol. 50, no. 7, Jan. 2001, 
pp. 582–587., doi:10.1099/0022-1317-50-7-582.

25. Vuong, Cuong, and Michael Otto. “Staphylococcus 
epidermidis Infections.” Microbes and Infection, vol. 
4, no. 4, 2002, pp. 481–489., doi:10.1016/s1286-
4579(02)01563-0.

26. Stecchini, Mara Lucia, et al. “Influence of Agar Content on 
the Growth Parameters of Bacillus cereus.” International 
Journal of Food Microbiology, vol. 64, no. 1-2, 2001, pp. 
81–88., doi:10.1016/s0168-1605(00)00436-0.

27. Schmid, Franz-Xaver. “Biological Macromolecules: 
UV-Visible Spectrophotometry.” Encyclopedia of Life 
Sciences, 2001, doi:10.1038/npg.els.0003142.

28. Nechepurenko, I. V., et al. “Berberine: Chemistry 
and Biological Activity.” Chemistry for Sustainable 
Development , vol. 18, 2010, pp. 1–23.

29. Zhang, Lei, et al. “Synthesis and Cytotoxicity Evaluation 



DECEMBER 2020  |  VOL 3  |  43Journal of Emerging Investigators  •  www.emerginginvestigators.org 17 NOV 2020  |  VOL 3  |  7Journal of Emerging Investigators  •  www.emerginginvestigators.org

of 13-n-Alkyl Berberine and Palmatine Analogues as 
Anticancer Agents.” Molecules, vol. 17, no. 10, 2012, pp. 
11294–11302., doi:10.3390/molecules171011294.

30. Kotani, Kenta, et al. “13-(2-Methylbenzyl) Berberine 
Is a More Potent Inhibitor of MexXY-Dependent 
Aminoglycoside Resistance than Berberine.” Antibiotics, 
vol. 8, no. 4, 2019, p. 212., doi:10.3390/antibiotics8040212.

31. McDonald, John H. Handbook of Biological Statistics. 
Sparky House Publishing, 2009.

Copyright: © 2020 Sun, Hamid, Su, Su, Ashok, and Njoo. 
All JEI articles are distributed under the attribution non-
commercial, no derivative license (http://creativecommons.
org/licenses/by-nc-nd/3.0/). This means that anyone is free 
to share, copy and distribute an unaltered article for non-
commercial purposes provided the original author and source 
is credited.



DECEMBER 2020  |  VOL 3  |  44Journal of Emerging Investigators  •  www.emerginginvestigators.org NOVEMBER 2020  |  VOL 3  |  1Journal of Emerging Investigators  •  www.emerginginvestigators.org

Estimation of Reproduction Number of Influenza in  
Greece using SIR Model  

SUMMARY
Infectious disease models are regularly used by 
epidemiologists to predict the course of diseases. 
However, the accuracy of such models remains hotly 
debated. In this study, we developed an algorithm to 
estimate the contact rate and the average infectious 
period of influenza using a Susceptible, Infected, and 
Recovered (SIR) epidemic model. The parameters 
in this model were estimated using data on infected 
Greek individuals collected from the National Public 
Health Organization. The data interval investigated 
spans 13 weeks of 2019 and the first 8 weeks of 2020. 
After estimating the nonlinear SIR epidemic model’s 
parameter values, we computed the theoretical 
influenza reproduction number and simulated the 
evolution of the three SIR variables over time. We 
hypothesized that the reproduction number would be 
greater than one, which means that influenza is not 
like other simple diseases but is an epidemic. Our 
model labeled influenza as an epidemic with a basic 
reproduction value greater than one. 

INTRODUCTION
 In the 1960s, timely eradication of infectious diseases 
was a seemingly achievable goal. Nevertheless, contagious 
diseases are still a severe problem since they can lead to 
long-term suffering and mortality, worldwide but especially in 
developing countries which have a lack of resources, access 
to sanitation facilities, and healthcare education. As a result, 
pandemics or epidemics remain neglected or inadequately 
tackled in developing countries, which has detrimental 
repercussions to the population such as increased death rate. 
Underdeveloped countries are less likely than developed 
countries to combat diseases by deploying effective 
vaccinations to decrease transmission (1). Although Greece 
is not a developing country the healthcare system should be 
improved, because it lacks resources due to the financial 
crisis of 2010 (2).
 Through viral evolution and microbe adaption to new 
circumstances and environments, diseases consistently 
emerge and reemerge. In particular, the influenza virus is 
a pathogen that evolves perpetually, usually appearing as 
a new variant every year. The influenza virus can adapt, 
change and evolve genetically, which is why it is found in 
various species. Viruses evolve by some basic mechanisms 
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such as RNA reassortment or genetic shift and genetic drift. 
In reassortment, two genetically different influenza viruses 
infect the same cell in a human organism and their gene 
segments swap and transfer genetic information (3). Mixing 
this information can create one hybrid virus. In genetic 
drift, mutational differences can develop in the genes of the 
virus through changes in its surface proteins. Genetic shift 
happens rarely. However, the difference is that the virus that 
originally infected animals now can infect human beings as 
well. A virus that undergoes drift and shift is probably the only 
case that can cause a global influenza pandemic associated 
with harmful implications (3). According to the World Health 
Organization, the average number of annual influenza cases 
is approximately 1 billion, and 3–5 million of which are severe 
with a death toll of 500,000 (4). Apart from the high mortality 
rate, influenza also provokes financial damages worldwide. 
Indicatively, the total financial loss of annual influenza 
epidemics in the United States is approximately $87.1 billion 
(5).
 Though influenza outbreaks consistently occur every 
year, it is not known when the disease will emerge, the way it 
will spread among populations, how many deaths will occur, 
and which part of the population should be vaccinated. The 
answers to these questions can be approached by making 
use of experimental tools, such as mathematical models that 
enable us to test theories by simplifying reality. 
 To control the spread of a disease, we need to make 
general predictions and forecasts to prevent it from becoming 
an epidemic that will infect a substantial number of individuals 
within a community, population, or region in a short period 
of time. The Susceptible (S), Infected (I), and Recovered 
(R) (SIR) epidemic model first presented by Kermack and 
McKendrik in 1927 divides the population into three basic 
compartments (S, I, R) and studies the evolution of these 
quantities in time via nonlinear differential equations (6). 
Susceptible represents the part of the population which is 
at risk of becoming infected. Infected denotes the members 
of the population who are infectious and might transfer the 
disease to susceptible individuals. Finally, recovered is 
representative of the part of the population that was previously 
infected but recovered and has immunity to the disease. The 
SIR mathematical model indicates changes in the population 
of each of these three basic compartments based on two 
parameters, the contact rate and the average infectious 
period. The contact rate denotes the average number of 
contacts with susceptible individuals that might infect them. 
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Figure 1. Number of cases of influenza infections per 1000 visits 
per week. Data taken from the National Public Health Organization 
regarding influenza infections per 1000 visits per week in Greece 
during the 2018-2019 (red line) and 2019-2020 (blue line) influenza 
season. Weeks represent week number in 2019 (40-52) and 2020 
(1-8).

The average infectious period denotes the time period during 
which an infected individual is likely to transmit the disease to 
a susceptible one. 
 The aforementioned SIR nonlinear dynamics that model the 
spread of influenza in Greece are presented with the following 
differential equations (6,7): 

where S(t), I(t), and R(t) denote the susceptible, infected, and 
recovered individuals in a population infected from influenza 

 where N the total number of the 
individuals that belong to this population). The parameter β>0  
denotes the contact rate and 1/γ  denotes the average 
infectious period. 
 The basic reproduction number, R0, is the predicted 
number of susceptible individuals that an infected one 
can infect. A value of R0 greater than 1 is indicative of the 
persistence of the infection in the examined population, above 
its baseline, whereas a value of R0 less than 1 is indicative 
of the eventual eradication of the disease. In an outbreak, it 
is of utmost importance to apply strategies and methods to 
control this number and limit it. Mitigation strategies include 
household isolation, school and store closures, vaccination, 
etc. (8). This is the most famous model in epidemiology and is 
used by many researchers (7-16). 
 In this study, we developed an algorithm in order to 
estimate the main parameters of an SIR epidemic model, 
which are the contact rate and the average infectious period. 
First, we collected data on infected Greek individuals from 

the National Public Health Organization during the last 13 
weeks of 2019 and the first 8 weeks of 2020 (17). The data 
is enriched via the interpolation function in MATLAB in order 
to be suitable for identification. Using the combined collected 
data, the parameter values are estimated and identified using 
grey box modelling methods (18). Finally, we presented the 
time evolution of the SIR model variables using simulation 
results.     
 The aim of this procedure is to answer the following 
question: Is influenza considered to be an epidemic in 
Greece in the specific time period 2019–2020 based on its 
reproduction number, and how does this time period compare 
to the same time period in 2018-2019? Using limited data 
from infected individuals, we determined that influenza is 
an epidemic in Greece, since the computed reproduction 
number, based on the parameter predictions, was indeed 
greater than 1 and the predicted infected individuals during 
the last week under investigation was greater than zero.

RESULTS
Data Collection and Estimation For 2019–2020 
 We used the data of the last 13 weeks of 2019 and the 
first 8 weeks of 2020 collected from National Public Health 
Organization (13) to visualize the number of cases of influenza 
infections per 1000 visits per week (Figure 1). We also applied 
the 1-D interpolation function in MATLAB, in order to enrich 
the data from weeks to days to create necessary data for the 
identification algorithm (18) (Figure 2). 
 Applying data after interpolation and using the proposed 
procedure (see Methods), the parameters of the epidemic 
model were identified using grey box modelling methods 
(18). Using the nonlinear SIR model equations 1–3, the 
differential equation-based model structure is specified. 
The unknown model parameters (contact rate and average 
infectious period) were estimated via nonlinear least squares 

Figure 2. Number of cases of influenza infections per 1000 
visits per day.  Weekly case numbers underwent interpolation in 
MATLAB to generate visits per day.

(1)

(2)

(3)
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minimization techniques. Finally, the Euler numerical method 
was applied to solve these differential equations. The fit to 
estimation data was 84.53% and the final prediction error 
was 4.79567 x 10-5 (Figure 3). These values are quite 
satisfactory considering the form of the initial data. These 
estimation results were independent from the initial values of 
the predicted parameters.   
The predicted parameter values of the SIR model are:
β=0.2044,  γ=0.1113
Using the aforementioned parameters and replacing them in 
equations 1–3, we present the evolution of the three variables 
in time (S, I, & R) (Figure 4). The evolution of the influenza 
infection in Greece considering the average infectious period 
as nearly 1/0.1113 ~ 9 days, which means that an infected 
individual can transmit the virus for 9 days. The contact rate 
is β=0.2044 which means that an average infected individual 
has the potential to infect 0.2044 susceptible per day or 
equivalently 1 susceptible per 5 days since  1/0.2044 ~ 5 .
 Since there was an increase in the number of infected 
people as well as the recovered ones, there was an eventual 
decrease in the number of susceptible individuals. We 
noticed that the blue line (S) did not hit zero and the green 
line (R) never reached 1, which meant that not every single 
individual in this particular population had been infected so 
far. Furthermore, due to the fact that the reproduction number 
R0 =  β/γ=1.8360>1, the disease can be characterized as 
an epidemic that eventually invades the population (19). It 
is worth mentioning that since influenza turned out to be an 
epidemic, the number of infected individuals is always greater 
than zero. The predicted infected individuals during the last 
week under investigation is 0.7447 .
 Using 2018 data (last 13 weeks of 2018 and the first 
8 weeks of 2019) of infected individuals collected from the 
national public health organization (Figure 1), we estimated the 

parameter values of the SIR model as follows: β=0.1254 and 
γ=0.0791, which was used to compute the basic reproduction 
number, R0 = β/γ=1.585>1. Since this reproduction number is 
lower than the estimated reproduction number of 2019-2020, 
we conclude that the influenza outbreak was more severe in 
2019-2020. 

DISCUSSION
 In this paper, the data from only one of the three basic 
involved variables (i.e. infected individuals) was used to 
estimate the value of the parameters β and γ of the SIR 
model and compute the basic reproduction number. The 
results concern the outbreak of influenza in 2019–2020. The 
initial hypothesis, that influenza is an epidemic in Greece, is 
validated since the basic reproduction number is greater than 
1. Influenza in Greece is characterized by a rapid spread, with 
approximately 13.2% of the population examined during the 
6th week of 2020 becoming infected (17). The model can be 
further validated when more data becomes available. This will 
support that the forecasted evolution is the same as the real 
one. 
 We considered several limitations of the SIR model 
used. The model assumes that everyone has the same 
probability of being in contact with infected individuals, 
which does not represent society since not all civilians come 
in contact with the same number of people. Moreover, the 
model considers the total population to be constant. As a 
result, births and deaths do not affect the outcome. Another 
limitation is that infected individuals are considered to have 
an equal transmission rate regardless of official diagnosis 
or quarantine status. Furthermore, more complex versions 
of the SIR model exist that consider tunable inputs, such as 
vaccination, educational campaigns, and immunity. Such 
variables affect the results and are closer to a real social 

Figure 3. Predicted response of infected individuals. Comparison 
of original data (grey line) and estimated data (blue line). The fit 
to estimation data was 84.53% and the final prediction error was 
4.79567 x 10-5.

Figure 4. Simulation of SIR predicted epidemic dynamics. Model 
of the 2019-2020 influenza season in Greece. Weeks represent 
week number in 2019 (40-52) and 2020 (1-20). S, susceptible (blue); 
I, infected (red); R, recovered (green).
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Figure 5. Flow chart for the 
computation of reproduction 
number for 2019-2020 
influenza in Greece.

structure. These complex models can propose the most 
optimal solution to limit the repercussions of an epidemic or 
even pandemic. Nevertheless, the SIR model is quite useful 
and acceptable despite these limitations since it is accurate 
enough to enable the researchers to easily approximate 
infectious disease evolution. Using this particular model, with 
only a few measurements of infected individuals, general 
predictions about the outbreak can be made enabling experts 
to take action fast to limit the implications as soon as possible. 
 According to the results of the estimated basic 
reproduction numbers of influenza in 2018–2019 and 2019–
2020, we understand that influenza outbreak in 2019–2020 
was more severe than the outbreak in 2018–2019 (7.4%  of 
the examined population during the 6th week of 2019 was 
infected). According to the estimated reproduction numbers, 
we observed that in 2019-2020  the predicted number of 
susceptible individuals that an infected one can infect is 
1.836, as opposed to 2018-2019 which was 1.585. This 
comparison highlights that the influenza virus in 2019–2020 
was transmitted more rapidly and ending up infecting a quite 
large number of individuals, as opposed to the previous year. 
Further research into the reasons why these differences exist 
year to year could lead to development of better strategies to 
mitigate and prevent further epidemics, such as influenza, in 
the future.

MATERIALS & METHODS
 In order to compute the reproduction number of influenza, 
data that represent the estimated number of cases of influenza 
infections per 1000 visits per week, was collected from the 
National Public Health Organization. According to the National 
Public Health Organization,  the number of cases per 1000 
visits was estimated by weighting the country's permanent 
population by geographical department and urbanity (17). 
This information comes from the network of private doctors, 
the network of doctors Health Centers and the network 
of doctors of Health Units. The data was enriched by the 
interpolation function in MATLAB so as to concern influenza 
infections per 1000 visits per day. From the interpolated 
dataset, the nonlinear model with unknown parameters 
was identified and the unknown model parameters (namely 
contact rate and average infectious period) were estimated 
using the nonlinear SIR model and suitable functions in 
MATLAB. The identification was accomplished using grey box 
modelling methods and nonlinear least squares minimization 
techniques. Finally, the differential equations were solved 
using the Euler numerical method. 
 Based on these estimations, the basic reproduction 
number was computed. After the parameter estimation, 
simulation was performed. The outbreak of influenza for 
this specific time period was visualized by showing the 
evolution of the three basic variables of the model in time. 
The aforementioned procedure is illustrated in Figure 5. The 
proposed methodology was accomplished using a Matlab 
code. Full code can be provided upon request.
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sectional area. A crumpled paper ball is estimated to contain 
around 75-90% air and cannot easily be compacted further 
(2).

The phenomenon whereby a sheet of paper becomes 
much stronger after being crumpled has been studied 
extensively by scientists due to its peculiar structure. 
Some have used methods ranging from “kvetching” (3), 
which refers to crushing material in a cylindrical container, 
to X-ray microtomography, an imaging technique that 
assembles three-dimensional images from thousands of 
two-dimensional, cross-section snapshots (4). However, 
the physics behind paper crumpling is not yet completely 
understood by scientists. Thus, this study aims to explore 
why crumpled paper has such a complicated and strong 
structure.

Bansal, Chowdhry, and Gyaneshwaran (5) studied the 
relationship between the side length of square sheets of 
paper that were crumpled into paper balls and the diameter of 
the crumpled balls, thereby calculating the effective density 
of the crumpled paper balls. Our first investigation attempted 
to replicate their experiment.

We have yet to come across a paper investigating the 
relationship between the number of times a piece of paper 
is crumpled and its compressive strength. We investigated 
this relationship by first crumpling an A4 sheet of paper a 
different number of times then applying compression force by 
hand to see how much compressive load is needed to cause 
significant deformation due to crushing.

Crumpled sheets are made of four main structures, which 
include the bend, the fold, the developable cone (d-cone) and 
the stretching ridge (Figure 1). Bending occurs when the two 
ends of a sheet of paper are placed on top of another so there 
is a bend in the middle. When force is applied to the bend, 
the paper will be folded, creating a fold. When stretching is INTRODUCTION

When one crushes a sheet of paper and throws it into 
the bin, perhaps out of frustration, they may not realize 
the strange phenomenon that results from this seemingly 
mundane action. Crumpling is the process whereby a sheet 
of paper undergoes deformation to yield a three-dimensional 
structure comprising a random network of ridges and facets 
with variable density (1). A regular sheet of paper can be 
easily torn and is very flimsy, yet when a sheet of paper is 
crumpled into a ball, the crumpled paper becomes much 
sturdier and has a large compressive strength, which is a 
material’s maximum compressive load divided by its cross-

SUMMARY
Crumpling is the process whereby a sheet of paper 
undergoes deformation to yield a three-dimensional 
structure comprising a random network of ridges 
and facets with variable density. A regular sheet of 
paper can be easily teared and is very flimsy, yet 
when a sheet of paper is crumpled into a ball, the 
crumpled paper becomes much sturdier and has a 
large compressive strength, which is a material’s 
maximum compressive load divided by its cross-
sectional area. Scientists have extensively studied 
this phenomenon due to its peculiar structure; 
however, the physics behind paper crumpling is 
not yet completely understood. In this study, we 
investigated the structure of crumpled paper in 
two ways. In the first part, we explored the effective 
density of crumpled paper balls and hypothesized 
the diameter cubed of a paper ball crumpled from 
a square paper sheet is directly proportional to the 
side length squared of the paper sheet. In the second 
part, we studied the relationship between the number 
of times an A4 piece of paper is crumpled and its 
compressive strength. We hypothesized that the 
more times a paper sheet is crumpled, the greater its 
compressive strength. Our results supported both of 
our hypotheses: The first experiment demonstrated 
there is a directly proportional relationship between 
the diameter cubed of the ball and the side length 
squared of the sheet. We discovered in the second 
experiment that there was a relatively strong linear 
relationship between the number of times a paper 
sheet is crumpled and its compressive strength.

Hayley Chu, Rodolfo Fieller
Yew Chung International School of Shanghai Century Park, Shanghai, China

The impact of effective density and compressive 
strength on the structure of crumpled paper balls
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Figure 1. From left to right: the bend, the fold, the d-cone and 
the stretching ridge.

The four main structures of crumpled sheets

Article



DECEMBER 2020  |  VOL 3  |  50Journal of Emerging Investigators  •  www.emerginginvestigators.org 2 December 2020  |  VOL 2  |  2Journal of Emerging Investigators  •  www.emerginginvestigators.org

concentrated at one point and the rest of the sheet is bending 
in a cone-like shape, the vertex of the sheet is called a d-cone 
(6). When two d-cones are created in a sheet, stretching will 
occur between the d-cones and form a stretching ridge. Croll 
et al. discovered through laser scanning confocal microscopy 
of hand-crumpled paper that energy stored in a ridge is 
thought to be stored mostly along the ridge peak, seen from 
the two corners of the stretching ridge at the rightmost frame 
from Figure 1 (2). They also concluded that, in the stretched 
ridges, the d-cones are fixed. While compression attempts 
to push them together, the d-cones cannot move and only 
bending occurs in the structure before the ridge buckles. This 
shows that the ridges deliver energy into the available soft 
modes (bending), which progressively stiffen until the ridge 
structure collapses. Stretching ridges have a high buckling 
strength, which measures how much force a material can 
withstand before buckling (2). Therefore, bending in the 
stretching ridge is responsible for the strength of both elastic 
and plastic crumples. Thus, we hypothesized that the more 
times a paper sheet is crumpled, the greater its compressive 
strength. 

The first experiment showed the effective density 
remained almost constant and there is a directly proportional 
relationship between the diameter cubed of the ball and 
the side length squared of the sheet. We discovered in the 
second experiment that there was a relatively strong linear 
relationship between the number of times a paper sheet is 
crumpled and its compressive strength.

RESULTS
In order to investigate the relationship between the side 

length of a square paper sheet and the diameter of the 
crumpled paper ball for the first experiment, paper sheets of 
varying side lengths were crumpled into balls, the diameters 
were measured for each ball. This was repeated twice 
for each side length for a total of three trials (Table 1). For 
example, the diameter of the paper ball from the sheet of 5 
cm side length was measured to be 1.05 cm in Trial 1 and the 
diameter cubed was 1.16 cm3. 

The standard dimensions of A4 paper are 21 cm x 29.7 

cm x 0.01 cm, and the standard mass is 4.50 g. Thus, the 
measured density for an A4 sheet of paper is:

The effective density for the paper with a side length of 5 cm 
was calculated to be:

The average effective density for the paper of all side 
lengths (on the very right column) for all three trials was then 
calculated to be 0.24±0.03 g/cm3. This value is significant as 
it remains mostly constant for all side lengths and determines 
the diameter cubed of each crumpled paper ball for each side 
length squared of the square sheet.

The margin of error for side length shown in Table 1 was 
derived from the systematic error from the ruler, which was 
half of the measuring unit. As the measuring unit was 0.1 cm, 
the margin of error was ±0.05 cm. The margin of error for 
the side length squared was calculated by multiplying the 
margin of error of the side lengths by two to give ±0.01 cm2. 
The margin of error for the diameter was derived from the 
systematic error from the Vernier caliper, with the measuring 
unit of 0.01 cm, thus giving the margin of error of ±0.005 cm. 
For the diameter cubed, the margin of error was the margin 
of error of the diameter multipled by three, which was ±0.015 
cm3.

For the first experiment, we used a one-way ANOVA to 
test the statistical significance of the diameter and effective 
density values and found the p-value is equal to 0.0001. Thus, 
the ANOVA test result supports our alternate hypothesis that 
the diameter cubed of the crumpled paper ball is directly 
proportional to the side length squared of the paper sheet.

Since the effective density remains almost constant, the 
hypothesis that the diameter cubed of the crumpled paper 
ball is directly proportional to the side length squared of the 

Table 1. Raw quantitative data for the effective density experiment, including the average diameter3 and effective density values.

(7)

(6)
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paper sheet is supported.
In order to investigate the relationship between the 

number of times a sheet of paper was crumpled and 
the crumpled ball’s compressive strength in the second 
experiment, we placed the crumpled A4 paper on the force 
platform and compressed it until it became crushed, and the 
reading on the datalogger was equal to the compressive load 
value. 

The data was processed by first calculating the area of 
the A4 paper, which is 210 mm × 297 mm = 62370 mm2.  
This measurement was kept constant because the crumples 
formed irregular shapes from which a diameter could not be 
determined, and thus the cross-sectional area could not be 
calculated. The compressive strength was found by dividing 
each compressive load by the area, which for the paper 
crumpled 2 times was: 

The same process was repeated for the different crumple 
numbers and an additional two replicates to give three total 
trials (Table 2). The margin of error for compressive load 
shown in Table 2 was derived from the systematic error from 
the force platform, which was half of the measuring unit. 
As the measuring unit was 0.01 N, the margin of error was 
±0.005 N.

For the second experiment, we also used a one-
way ANOVA test to test the statistical significance of the 
compressive load values and found the p-value is equal to 
2.33E-10, significantly below the significance threshold. 
Thus, the ANOVA test result provided evidence disproving 
the null hypothesis that there is no different in a paper sheet’s 
compressive strength when the number of times the paper 
is crumpled is varied. It supported the alternate hypothesis 
that the more times a paper sheet is crumpled, the greater its 
compressive strength. 

Since the greater the number of times the paper was 
crumpled indicated a greater compressive load and 
compressive strength, the hypothesis that there is a directly 
proportional relationship was supported.

DISCUSSION
Our results from the first experiment demonstrate that the 

effective density of the crumpled paper balls is three times 
less than the measured density of the paper sheet. This 
supports the idea that crumpled paper is mostly made up 
of air (2). While the diameter cubed of the paper ball varies 
with the side length squared of the paper sheet (Figure 2), 
the effective density decreases somewhat as the side length 
increases. A reason for this could be that the larger the piece 
of paper, the harder it is to crumple and ensure that the 
maximum force is being applied by hand. This would result in 
a larger than proportional crumpled ball and a larger volume 
and therefore a lower effective density.

Rearranging equation (2) from the Materials and methods 
section and using the slope of the trendline (which is the 
average thickness of the paper), the thickness can be 
calculated by: 

This is quite close to the standard thickness of A4 paper, 
0.01 cm, thus supporting the hypothesis as it means that 
equations (1) and (2) hold true, demonstrating the relationship 
between side length squared and diameter cubed. One 
reason the calculated value for thickness is a little larger 
than the standard thickness could be due to the fact that the 
0.3097 g/cm3 value for the average effective density when 
the side length is 8 cm is an outlier. Since the diameter 
cubed is inversely proportional to the effective density, the 
value for the diameter cubed at this side length may have 
been smaller in actuality, making the trendline slope larger 
due to an artificially high value. However, a Thompson-Tau 
test revealed that there are no outliers in this experiment, 
though the 289 cm2 and 400 cm2 values of 0.1811 g/cm3 and 
0.1679 g/cm3 respectively are close to being outliers. If this 
experiment were repeated, we could measure whether the 

(8)

Table 2. Raw quantitative data for the compressive strength 
experiment, including the average compressive load and 
compressive strength values.

Figure 2. The graph of diameter3 against side length2. Statistical 
analysis performed by one-way ANOVA, p = 0.0001. As the 
errors were negligible, the error bars were not plotted.

(9)
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Vernier calliper is applying any unwanted force to the paper 
ball during diameter measurements. Moreover, more side 
lengths could be tested to ensure that the relationship holds 
for large sized crumpled paper balls. Another reason for this 
outlier could be that the crumpling process was conducted 
entirely by hand, meaning that it was very hard to keep 
the compacting force constant for all the paper balls. For 
example, it may have been much easier to crumple a smaller 
piece of paper than a large one, as a larger one would trap 
more air in its crumpled form. This would mean the crumpled 
paper ball made from the 5 cm paper sheet was artificially 
denser than the ball made from the 20 cm paper sheet due to 
disparities in force application. To integrate our investigations 
of effective density and compressive strength, we could 
compare compressive strength for paper sheets of different 
side lengths to determine whether a higher or lower density 
of a paper ball leads to a higher compressive strength value.

In the second experiment, there is a relatively strong 
linear relationship between the number of times the paper 
was crumpled and its compressive strength (Figure 3). By 
the time the paper was folded eight times, it was almost 
completely crumpled into a uniform ball, so the increase in 
compressive strength between the paper folded eight times 
and the paper folded nine times was not as significant. 
Nonetheless, the differences in compressive strength 
between the paper folded four, five and six times are of 
similar magnitude. This positive correlation also supports 
the hypothesis that the more crumples there are in a piece 
of paper, the greater its compressive strength. Our results 
have interesting implications, as this means that there is a 
difference in structural strength between a partially crumpled 
piece of paper and a completely crumpled paper ball. The 
more crumples the paper has, the harder it is to compress 
due to the fact that it contains a large amount of air (2). 

As mentioned in the Results section, the cross-sectional 
area of the partially crumpled paper balls could not be 
calculated because the crumples formed irregular shapes. 

The surface area measurement for the uncrumpled paper 
sheet was used instead. This is a significant limitation, as we 
assumed in this experiment that the area remained constant 
when it may not necessarily be the case. Unless a new 
way of crumpling paper into perfect spheres is discovered, 
there is no easy solution to minimise the error in the area 
calculations.

Since a mechanical compressor was not used in this 
experiment, the air remained trapped inside the paper 
structure and prevented the paper from becoming deformed 
easily. If we had used a mechanical compressor, we could 
expect the force applied to be constant regardless of crumple 
number. Another reason for fully crumpled paper’s unusual 
compressive strength is the stacks or folds in the paper 
created from the crumpling process providing strength to the 
structure in all angles. As these multiple folded layers come 
together, they act as structural pillars. Since they are aligned 
in many different, random directions and are isotropically 
arranged (7), they strengthen the crumpled ball in every 
direction. Thus, no matter which angle one presses down on 
the crumpled ball, he or she is pressing down against these 
columns, which resist being crushed in all directions. In future 
experiments, we could study how the compressive strength 
may depend on the shape of the paper balls since different 
shapes, especially when the paper is only partially crumpled, 
trap different amounts of air, which could affect how resistant 
it is to compression.

In automobiles, crumple zones are areas, usually in the 
front or back, that are designed to deform in a collision to 
ensure passenger safety (8). The aim of crumple zones is to 
absorb as much kinetic energy as possible by reducing the 
initial force of the crash and redistributing the force before it 
reaches the vehicle’s occupants. Newton’s second law, F = 
ma, shows that the greater the acceleration, the greater the 
force. Thus, as crumple zones absorb energy to decrease 
acceleration by adding time to the crash, the impact 
experienced by the occupant will decrease. Many may 
believe that the stronger the materials used to make cars, the 
safer the vehicle. However, this isn’t true as the force from a 
collision would immediately be felt by the occupant. Less stiff 
plastics and polymer fibres are often used to manufacture 
crumple zones as these result in the maximum crushing, 
ensuring the occupant is protected in the car (9). This again 
shows that the lower the flexural rigidity of a material, the 
more likely it is to become crumpled, and in this case, ensure 
automobile safety. Thus, a potential future area of study 
would be to examine whether the crumpling properties of 
plastics and polymer fibres are similar to those of paper and 
if there could be applications of how they crumple on how to 
best design crumple zones to maximise safety in the case of 
a crash. 

MATERIALS AND METHODS
In the first experiment, identical sheets of A4 paper 

were cut into square pieces with different side lengths (10). 

Figure 3. The graph of compressive strength against the 
number of times crumpled. Statistical analysis performed by 
one-way ANOVA, p = 2.32973E-10. As the errors were negligible, 
the error bars were not plotted.
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The sheets were then crumpled by hand to form the shape 
of a ball. These were crumpled once completely, with the 
maximum amount of force that could be applied by hand. We 
used a Vernier calliper and a screw gauge to measure the 
diameter of the paper balls (Figure 4). The variables for the 
first experiment are: (independent) the side length squared 
of the paper sheets, (dependent) the diameter cubed of the 
crumpled paper balls, (controlled) the compression force 
applied by hand and the material of the paper.

We began by equating the mass of a paper sheet to the 
mass of the crumpled paper balls:

where ρp is the measured density of the paper sheet, l is the 
side length of the square sheet of paper, t is the thickness of 
the paper, ρe is the effective density of the paper ball and d is 
the diameter of the paper ball. Rearranging, we have: 

Since d3 ∝ l2, we hypothesized that the diameter cubed of the 
crumpled paper ball is directly proportional to the side length 
squared of the paper sheet. On the other hand, the null 
hypothesis is that there is no difference in diameter cubed 
of the paper ball when the side length squared of the paper 
sheet is varied.

In the second experiment, one crumple was defined as 
one squeeze of the paper with two hands. Since it was hard 
to get definite crumpling with just one crumple (the paper 
tended to fold itself rather than crumple), the smallest value 
for the number of times crumpled was two, and the greatest 
value was nine. By nine crumples, the paper was completely 
crumpled into a ball. We first crumpled the A4 paper two times 
then placed it on the PASCO PASPORT Force Platform, 
which was connected to the Xplorer GLX datalogger (Figure 
5). The crumpled paper structure was compressed until 
it deformed (i.e., it became crushed). The data output was 
compressive load. This process was repeated for the number 
of paper crumples from three to nine crumples two times to 
give three trials. The variables for the second experiment 

are: (independent) the number of times the A4 paper is 
crumpled by hand, (dependent) the compressive strength of 
the crumpled paper balls, (controlled) the type and size of the 
A4 paper and the force applied per crumple.

The one-way ANOVA tests were conducted using the 
StatPlus computer application for both experiments, and the 
significant threshold we used was p < 0.05. The equations 
used were:

where F is the variance ratio for the test, MST is the mean 
square due to treatments between groups, MSE is the mean 
square due to error within groups, Yij is an observation, Ti is 
a group total, G is the grand total of all observations, ni is the 
number in group i and n is the total number of observations.
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As   articulated by psychologist Erik Erikson, ‘Identity vs 
Role Confusion’ is the fifth of eight stages of psychosocial 
development that takes place between the ages of twelve 
and nineteen (6). An important event during this stage is 
developing social relationships.  Teenagers and college 
students have amplified energy, novelty, motivation, curiosity, 
and   enthusiasm that make them hard to isolate at home.  
The hormonal changes that come with puberty collude with 
adolescent social dynamics to make them highly attuned 
to social status, peer group, and relationships.  Teens may 
feel frustrated, nervous, disconnected, nostalgic, and bored   
because   of   social distancing during this pandemic.

Feeling depressed, hopeless, anxious, or angry, having 
moods swings, loss of interest, a change in behavior, 
loss of appetite or overeating, a difficult time falling or 
staying asleep, or starting to sleep all the time during the 
COVID-19 pandemic may be signs which indicate that 
teens need more support during this difficult time (7). 
Moreover, exposure to mass media coverage of crisis 
events and unverified information circulating on social 
media may aggravate the mental distress. For teens, the 
coronavirus pandemic adds new pressure to their world (8). 
It is not only the fear and anxiety about the coronavirus 
disease but also unprecedented school closures, disrupted 
routines, separation from relatives and friends, worries 
regarding current world events, and adjusting to new ways 
of learning and working is hard (9). With schools closed 
for indefinite periods, exams cancelled or postponed, 
proposed grading system and executive orders calling for 
people to stay home, many students have found themselves 
struggling with mental health in ways they previously have 
not.

Throughout the world, the public is being informed about 
the physical effects of severe acute respiratory syndrome 
coronavirus 2 (SARS-CoV-2) infection and guidelines 
are provided regularly on how to prevent exposure to 
the coronavirus and to manage symptoms of COVID‐19 
if they appear. However, the effects of this pandemic on 
one’s mental health have not been studied at length and 
are still unknown. Since most of the efforts are focused 
on understanding the epidemiology, clinical features, 
transmission patterns, and management of the COVID‐19 
outbreak, there has been very little concern expressed 
over the effects on one’s mental health and on strategies to 
prevent stigmatization.

Data from the COVID-19 studies in Italy, Spain, and 

The Impact of the Covid-19 Pandemic on Mental Health 
of Teens 

SUMMARY
The stress, fear, and uncertainty created by the 
COVID-19 pandemic can wear anyone down, but teens 
may have an especially tough time coping emotionally. 
In this study, we aim to highlight the impact of this 
pandemic on the mental health of teens, who account 
for almost 50% of the population in Pakistan. We 
conducted a descriptive cross-sectional study in 
Islamabad, Pakistan. Due to the COVID-19 lockdown 
in Pakistan, we collected data through a validated 
online questionnaire from the students at private 
schools enrolled only in Cambridge Assessment 
International Examination (CAIE) system. The study 
included a total of 289 students, comprised of 116 
males and 173 females within the age range of 
13–19 years. Our study showed that the prevalence 
of signs of mental illness was quite high amongst 
teenagers, with slightly higher prevalence in female 
respondents. These signs included feeling socially 
disconnected, frequent mood swings, constant worry, 
self-dissatisfaction, change in eating habits, and 
change in sleep cycle. Since there is evidence that 
significant burden of mental illnesses originates at a 
young age, we assert that close attention to mental 
health of young people in quarantine is warranted to 
avoid any long-term consequences.
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INTRODUCTION
COVID-19, the novel coronavirus disease that was 

first detected in China in November 2019, has now spread 
to 206 countries. As of July 26, 2020, 16.1 million cases 
have been reported worldwide, with 650,148 confirmed 
fatalities (1). Public health emergencies, like the COVID-19 
pandemic, take a toll both on physical and mental health. 
The restrictive measures during the COVID-19 pandemic 
undoubtedly have affected the social and mental health of 
individuals from across the board (2). A pandemic is not just 
a medical phenomenon; it affects individuals and society 
and causes mental stress and anxiety (3). 

Stress, defined as emotional tension or mental strain, is 
all too common a feeling for most of us. Too much stress 
can produce both physical and emotional symptoms. The 
fear and uncertainty created by the COVID-19 pandemic 
can stress anyone down, but teens may have an especially 
tough time coping emotionally. Although the number of 
teenagers affected by COVID-19 is small, and most of the 
affected teens show only mild symptoms (4), the disease 
and the containment measures are likely to negatively 
impact their mental health and well-being (5).

Article
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China suggest significant emotional and behavioral changes 
during quarantine in children and adolescents (10). A review 
published in The Lancet mentioned that the separation from 
loved ones, loss of freedom, boredom, and uncertainty can 
cause a deterioration in an individual’s mental health status 
(11). According to the American Psychological Association, 
a lack of social connection heightens health risks, creating 
an effect similar to smoking 15 cigarettes a day or having an 

alcohol use disorder (12).
Ignoring the immediate and long-term psychological 

effects of the COVID-19 pandemic would be disastrous, 
especially for children and young people, who account for 
almost 50% of population in Pakistan (13). The students 
had to acquaint themselves with a new approach to online 
classes and cancellation of multiple examinations, including 
Cambridge Assessment International Examination (CAIE). 
COVID-19 has not only affected their learning process but 
has also narrowed down their social interaction, forcing 
them to interact only through social media apps. This study 
aims to highlight the impact of this pandemic and associated 
lifestyle changes on teens mental health in Pakistan.

RESULTS
A total of 301 students consented to be part of this study 

and 289 participants who fulfilled the inclusion criteria were 
recruited. Total sample of 289 participants comprising 
59.8% females and 40.2% males with mean age of 16.9 
± 1.61. Basic demographic characteristics of the study 
population were collected (Table 1).

Prevalence of signs of depression and anxiety
It was observed in our study that the prevalence of signs 

of mental illness was quite high amongst teenager with 
slightly higher prevalence in female respondents compared 
to males (Table 2 & Figure 1). These signs include feeling 
socially disconnected, frequent mood swings, constant 
worry, self-dissatisfaction, change in eating habits, and 
change in sleep cycle. We noted that most commonly 
repeated sign was a change in eating habits with 255 
(88.2%) participants reporting either loss of appetite or 

Table 1. Demographic information of study participants. Data 
presented as mean (SD) or N (% of total).

Table 2. Gender-based distribution of key study variables and signs of mental illness. Data is expressed as percentages (n).
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overeating. A total of 168 participants (58.1%) reported a 
feeling of disconnect, 241 (83.3%) reported mood swings, 
158 (54.6%) were occupied by constant worry, 161 (55.7%) 
had a feeling of self-dissatisfaction, while 197 (68.1%) 
reported change in sleep cycle (insomnia, disturbed sleep 
or oversleeping) (Figure 2). 

Out of the total sample, 240 participants, including 
83.6% (97) males and 82.6% (143) females, reported “little 
or no interest in doing things,” while 228 subjects, including 
72.4% (84) males and 83.2% (144) females, reported 
“feeling down, hopeless or depressed” over the past 
two weeks (Table 2). Both of these responses are early 
warning signs of depression, according to Patient Health 
Questionnaire (PHQ-2 & PHQ-9) (15). Overall, 67 (28%) 
participants reported trouble falling asleep, 26 (11%) mild 
insomnia, 70 (29%) oversleeping, while 77 (32%) reported 
no change in sleep cycle (Figure 3).

Several other variables including disturbance due to 
news on social media, feeling disadvantaged by predicted 
grade policy by CAIE system, and feasibility of online 
classes were also recorded. 47.4% of (55) males and 61.2% 
(106) of females reported that they were disturbed by the 
news on social media. 84.4% (98) of males and 78.6% 
(136) of females expressed their dissatisfaction over the 
feasibility of online classes. A total of 67.2% (78) of males 
and 59.5% (103) of females expressed their concern over 
the predicted grade policy announced by CAIE.

DISCUSSION
The COVID-19 outbreak has been unexpected in most 

countries and has resulted in an increase in known risk 

factors for mental health problems. Mitigation strategies 
such as quarantine, although necessary to contain viral 
spread, have a negative psychological impact, such 
as causing post-traumatic stress symptoms, emotional 
disturbance, depression, and insomnia (14). Teen aged 
individuals are especially sensitive to the negative impacts 
of the uncertainty, lockdown, physical distancing, inactivity, 
increased access to food, and false information online 
caused by the COVID-19 pandemic.

A commonly used screening tool for depression, 
the PHQ-2, lists feelings of “little or no interest” and 
“down or depressed” as preliminary signs of depression 
(15). Notably, our study found that more than 80% of 
participants experienced these feelings. The purpose of 
the PHQ-2 is not to establish a final diagnosis or to monitor 
depression severity but rather to screen for depression 
as a “first step” approach. Teen depression is associated 
with subsequent adult depression and other psychiatric 
illnesses. Depressed teens are more likely to have 
significant coexisting emotional and behavioral problems, 
such as anxiety, post traumatic stress disorder (PTSD), 
hyperactivity, drug use, and aggressive behavior (16). In 
some studies, teens reporting probable depression showed 
diminished productivity and lower educational attainment, 
compared with nondepressed peers (16).

The prevalence of signs of mental illness was also 
found to be quite high in our study. This result complies 
with other studies showing that being female, a younger 
age, or a student put individuals at higher risk for increased 
anxiety and depression symptoms (17). Pakistan, like many 
other countries, has emphasized the practice of social 

Figure 1. Gender-based distribution of signs of mental illness in study population
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distancing in order to combat the spread of COVID-19. 
Educational institutions have been closed and exams have 
been postponed. The rise in the number of infected cases 
and deaths, the disruption of daily routines, the home 
confinement, fear of infection, social distancing from peers 
and friends, and lack of access to educational resources 
have created a feeling of uncertainty and anxiety among 
children and adolescents (13). The situation is further 
deteriorated by the news and online information available on 
social media, and the uncertainty about exams and grading 
policies in CAIE. It is suggested by some studies that 
repeated media exposure to public health crises, including 
infectious diseases, can cause heightened psychological 
distress (18,19).

Studies found elevated levels of anxiety, distress, and 
depression among quarantined individuals (20). There is 
evidence that children and young individuals subjected to 
quarantine in pandemic disasters have a higher likelihood 
of developing acute stress disorder, adjustment disorder, 
and grief, and reported four times higher scores of PTSD 
compared to those who were not quarantined (21). None 
of the studies on children looked at duration of quarantine 
and its association with psychological impact, but literature 
suggests higher PTSD symptoms in those quarantined for 
longer duration, specifically for more than ten days (22). 
Given the fact that Short-lived infectious outbreaks like 
SARS in 2002 were associated with a high prevalence of 
PTSD. Therefore, it is likely that young populations will 

experience long lasting distress and trauma due to the larger 
scale and prolonged nature of the COVID-19 pandemic.

The COVID-19 pandemic has forced the whole world 
to question whether we are prepared for such pandemics. 
Even developed nations, despite having enough resources 
to tackle such pandemic situations, may have to think 
manifolds but especially when it comes to preparing for 
the physical and emotional security of young adults and 
teens (23). As there is evidence that significant burden 
of mental illnesses originate at a young age, and adult 
life productivity is also deeply rooted in early years, close 
attention to the mental health of young people in quarantine 
is warranted to avoid any long-term consequences (24). 

Figure 3. Changes in sleep cycle within study population.

Figure 2. Signs of mental illness in study population
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To overcome this, measures at the individual and societal 
levels are required. The present situation requires raising 
awareness in public, which can be helpful to deal with this 
calamity (25). Many questions remain about how to mitigate 
the mental health effects of the COVID-19 pandemic. 
Community monitoring and mental health screening could 
be implemented in selected groups, or digital health could 
be used to switch from individual-based approaches 
to population-wide screening (26).A more immediate 
alternative would be to integrate psychiatric screening into 
primary care, using validated instruments, such as the 
Patient Health Questionnaire depression scale (PHQ-9) 
and the Generalized Anxiety Disorder scale (GAD-7), to 
identify initial symptoms of depression and anxiety and to 
enable early, targeted intervention.

Researchers specializing in psychology, psychiatry, 
behavioral and social science, and digital health, as 
well as healthcare providers, policymakers, and other 
stakeholders, must work together toward innovative and 
practical technologies to address the mental-health needs 
under the current pandemic condition. As the crisis caused 
by the COVID-19 pandemic shifts from acute to protracted, 
we must pay attention to the potentially devastating effects 
on population-wide mental health and emotional and social 
well-being. There will be no easy solution, but high-quality 
research, coupled with recent innovations in digital health, 
could enable health services to offer proactive and tailored 
mental health care for those in need (27). Public awareness 
campaigns focusing on the maintenance of mental health in 
the prevailing situation are urgently needed.

To the best of our knowledge, this is the first study to 
evaluate the depression and anxiety of teens in Pakistan 
during the COVID-19 pandemic. There is a remarkable 
dearth of data on the impact of the pandemic on the mental 
health of young individuals. The present study was a 
large internet-based cohort study with certain limitations 
as no previous data on mental health of participants was 
available. Therefore, it was difficult to predict whether these 
symptoms were present prior to the pandemic or developed 
as a result of mitigation strategies and changes in lifestyle 
due to COVID-19. Moreover, as inferential statistical tests 
were not conducted due to certain data limitations, the 
results cannot be generalized to all individuals as most of 
the sample was aged 13–19, and participants were enrolled 
in CAIE system only. We elected to conduct an anonymous 
survey to ensure maximum disclosure by study participants. 
This approach prevented us from conducting follow up 
studies with the same sample or to track individuals at a 
high risk for anxiety and depression.

METHODS
A descriptive cross-sectional study was conducted in 

Islamabad, Pakistan. Due to COVID-19 lockdown in the 
country, data was collected through a validated online 
questionnaire from the students at private schools enrolled 

only in CAIE (Cambridge Assessment International 
Examination) system. All participants were informed about 
the objectives of the study and were recruited after informed 
consent, which was prompted before the questionnaire. 
The questionnaire comprised of items adopted from Patient 
Health Questionnaires (PHQ-2 & PHQ-9), which are 
screening tools for depression based on DSM-IV criteria 
(15). All participants who gave informed consent were 
enrolled. Initially, five questionnaires were administered to 
ensure validity and few minor changes in text were done for 
better understanding of the context.  

The questionnaire was posted online through Facebook 
and Instagram accounts. Nonprobability convenience 
sampling method was used. Only students aged 13–19 
years and enrolled in O and A levels (International General 
Certificate of Education) were included. Data was collected 
over a period of one month from the 20th of May to the 
20th of June, 2020. A total of 289 students comprising116 
males and 173 females within the age range from 13–19 
years were included in the study. We elected to conduct an 
anonymous survey to ensure maximum disclosure by study 
participants. This approach prevented us from conducting 
follow up studies with the same sample or to track individuals 
at a high risk for anxiety and depression. The confidentiality 
of all information was ensured. To calculate percentages, 
means and standard deviation STATA 12 was used.
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show a depletion or lack of dissolved oxygen (DO). Thus, 
countermeasures are required to resolve eutrophication, 
which threatens the ecosystem. 

In India, clean water access is vital not only for economic 
purposes such as industrial use and irrigation, but also for 
various cultural and religious ceremonies, and sometimes 
for community bathing and washing (6). However, because 
contaminants from domestic sewage, large industries, or 
agricultural run-off flow into the water without filtration, water 
quality often does not meet the criteria for biochemical oxygen 
demand (BOD), total coliform numbers (TC), fecal coliform 
numbers (FC), dissolved oxygen (DO), and ions (7). 

To solve the water pollution issue, scientists have 
conducted research on physical (8) and chemical treatments 
(9). However, due to the economic and technical constraints 
of these treatments, a new method for water purification is 
being explored: natural treatment (10). Particularly, the effect 
of aquatic plants on water purification has been consistently 
researched since 1980 (11), and recent studies investigate 
the application of aquatic plants such as creating an 
artificial wetland or island to purify water (12). Researchers 
have shown that aquatic plants significantly reduce nitrate, 
phosphate, and toxic metals (13). Unlike other physical and 
chemical treatments, the use of aquatic plants does not cause 
additional damage, such as destruction of the ecosystem, 
and involves less cost for construction and maintenance (14). 
However, it has limitations because it is a seasonal treatment, 
and not much research has been done for different types of 
water. Although some researchers investigate the effect of 
aquatic plants on purifying water, they use similar types of 
plants that have been researched previously. 

Aquatic plants are divided into two categories: hydrophytes 
attached to the substrate and free-floating hydrophytes, 
depending on how they grow and live (15). Hydrophyte refers 
to plants living in water. It can prevent erosion, stabilize the 
soil of wetland, absorb nutritive salts or harmful substances, 
and prevent excess growth of phytoplankton (16). Hydrophyte 
can be subdivided into three types: emergent hydrophytes, 
submerged hydrophytes and floating hydrophytes. Unlike 
emergent plants such as lotus, or submerged plants such as 
coontail, that need soil to fix their roots in the bottom of the 
water, floating plants require no soil and are easier to grow 
in a controlled environment.Therefore, our study compared 
the water purification effectiveness of three types of floating 
plants: water hyacinth (Eichhornia crassipes), duckweed 
(Lemna perpusilla), and azolla (Azolla pinnata). We 

The effect of floating plant on water purification: 
Comparison of the water purification capability of Water 
Hyacinth, Duckweed, and Azolla

SUMMARY
Water pollution is a critical issue for human health,  
aquatic plant and animal biodiversity. While there are 
several different approaches to resolve this issue, 
our research investigates one possible solution of 
using aquatic plants as a natural treatment system. To 
identify the optimal plant for treating polluted water in 
India, we selected water from the Mithi river and three 
types of floating plants: water hyacinth (Eichhornia 
crassipes), duckweed (Lemna perpusilla), and azolla 
(Azolla pinnata). We used a total of six measurements 
(dissolved oxygen, conductivity, turbidity, pH, color 
of water, and the number of colonies grown on the 
culture media) taken for seven days to compare the 
effect of each floating plant on the change in water 
quality. We hypothesized that duckweed would be the 
best plant to purify water in India since its effect on 
reducing turbidity or biochemical oxygen demand 
(BOD) was found in past research. 
Our results show that all three floating plants are 
effective at purifying the water. Further, duckweed 
significantly reduced the turbidity and number of 
bacteria in the water, suggesting it may be the most 
optimal water purifier among those three. Based on 
the results from this experiment, we recommend 
floating plants as one alternative to resolving water 
pollution in India, which would effectively purify 
water as well as require less cost for construction and 
maintenance.

INTRODUCTION
Water, one of the fundamental constituents of the Earth 

covering three-quarters of its surface area, exists in the form 
of wetland. According to National Oceanic and Atmospheric 
Administration (NOAA), a wetland is classified as a land 
saturated with water and divided into five general types: 
estuarine (estuary), palustrine (marsh), riverine (river), marine 
(ocean), and lacustrine (lake). Wetland has significance in 
providing habitat for birds and fish, preventing erosion of soil, 
and maintaining water quality and rate of water flow (1, 2). 
However, studies suggest that these wetlands are becoming 
polluted due to the rapid industrialization, improper waste 
disposal, and the growing population (3). Many wetlands 
have a high concentration of nitrogen, phosphorus and 
organic pollutants, which exceeds wetland’s self-purification 
capability, resulting in severe eutrophication–an excessive 
growth of algae or plants caused by a surfeit of nutrients in 
water (4,5). Some of the wetlands have algal blooms due 
to the overgrowth of blue-green algae, and those areas 
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determined their ability to  purify water by taking several types 
of measurements to evaluate water quality. These floating 
plants were chosen because they are common floating plants 
inhabiting India and research suggests water hyacinth, azolla, 
and duckweed have an effect on quality (17,18,19). While that 
research provided deep analysis of each of the plants, there 
are no comparisons of those plants in India. Therefore, the 
comparison between the three different types of floating plant 
will be the key to this research. 

In this research, we measured  the pH, turbidity, 
conductivity, dissolved oxygen, color, and bacteria growth in 
the culture medium of the water samples in order to identify 
an optimal floating plant to solve the water pollution problem 
in India.

The conductivity of water is affected by the amount of 
ionic nutrients such as sodium, chloride, or sulfate dissolved 
in water. High conductivity, which indicates more solute 
salts and ions, can lead to poor plant growth and toxicity, 
whereas low conductivity results in slow-growing plants (20). 
Fresh streams ideally have a conductivity between 150 to 
500 µS/cm. The pH determines the solubility and biological 
availability of chemical constituents such as metals and 
nutrients (21). Majority of aquatic creatures have a narrow pH 
tolerance range of 6.5-9, and excessively high or low pH is 
harmful to the animals and plants living in the water. The level 
of DO is the number of oxygen (O2) molecules per million total 
molecules in a sample. It is affected by a physical condition 
such as temperature and pollutants and higher DO level is 
preferred for fish growth and activity. Turbidity is the amount 
of light scattered by particles in water. It is used to determine 
the water clarity and to estimate the amount of dissolved 
colored material and suspended solids in water. High turbidity 
levels may disrupt the natural movements, cause illness, or 
expose fish to potential pathogens or toxins, as well as reduce 
the aquatic plant’s accessibility of light. Lastly, the number of 
bacteria living in water also determines water quality since 
the water with an excessive number of bacteria is considered 
impaired. Among two ways of culturing bacteria, culturing 

them in liquid or in a medium, we chose to use culture medium 
since it is easy to observe the group of fungi or bacteria in 
a form of colony despite their slow growth. Some research 
suggests that for water to be considered clean, the number 
of fecal coliforms should be less than 2,000 cfu and that of E. 
coli be less than 1,260 cfu in 100mL water sample (22). This 
is because fecal coliform bacteria may present in water as a 
result of disposal of human  waste or overflow of domestic 
sewage, indicating the contamination of water. The presence 
of fecal coliform bacteria further indicates that there may be 
a harmful pathogen that can cause waterborne pathogenic 
diseases such as typhoid fever (23).

Indian governmental report suggests different criteria for 
evaluating water quality based on the usage of water: drinking, 
outdoor bathing, propagation of wildlife, and irrigation/
industrial cooling. In this research, data was compared to 
the criteria for class D as the goal of the research was to 
have water that propagates wildlife and fisheries (24) (Table 
1a). Based on the criteria used by Indian government, this 
research has set up new permissible limits to compare water 
purification capability of plants (Table 1b).

Prior to the experiment, we hypothesized that duckweed 
would be the best plant to purify water in India since 
past research suggested that duckweed was effective in 
decreasing turbidity by removing total suspended solids 
(TSS) and in reducing BOD (25).

RESULTS
Floating plants moderately change the conductivity, pH, 
and DO, but drastically reduce the turbidity of the water

To determine how three different types of floating plant 
play a role in improving water quality, four different groups, 
including a control group, were used. Here, each of three 
experiment groups—water hyacinth, duckweed, and azolla—
had one type of floating plant in the water. The control group, 
on the other hand, had nothing inside the water to observe 
any possible change in water quality without any involvement 
of plants. In order to reduce the error, there were four set-ups 

Table 1a. Water quality criteria for various uses of water suggested by the Central Pollution Control Board.

Table 1b. The criteria to evaluate water quality in this experiment.
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per group, and every measurement was taken five times per 
set-up. Then, the results were averaged within its group and 
plotted graphically. 

First, the conductivity of all the groups showed a constant 

increase, except from day 3 to day 4 (Figure 1). The trend 
of both the control and experimental groups were similar, 
indicating that floating plants did not have a significant impact 
on conductivity. The increase in conductivity was not sharp 
and the conductivity of all groups was in the permissible level 
of 150-500 µS/cm from day 1 to day 6. 

For pH testing, all groups showed an increase between 
day 1 and day 2, then remained constant from day 2 to day 6 
(Figure 2). All the groups were in the permissible limit of pH 
6.5 to 8.5. The slopes of duckweed, azolla and water hyacinth 
were similar to the control group, which indicated that these 
plants did not affect the pH of water.  

For dissolved oxygen level, the overall trend of the graph 
indicated that dissolved oxygen of water increased until day 
4, then started to decrease (Figure 3). Although dissolved 
oxygen started to decrease, all the measurements were in 
the permissible range, exceeding 2 mg/L. By comparing 
the polynomial trendline for each group in the graph, it can 
be said that the most effective plants to increase dissolved 
oxygen was Duckweed > Control group > Azolla > Water 
hyacinth. In this sense, the experiment suggested that plants 
were not effective in terms of increasing DO since only 
duckweed ranked higher than the control group. However, a 
drastic increase of DO for all four groups from day 1 to day 
2 indicated that between day 1 and day 2, water might have 
been in the stage of going towards equilibrium. Thus, when 
considering the trend from day 2 to day 6, the control group 
and water hyacinth group showed steeper decrease in DO 
from day 4 to day 6 than the duckweed group and azolla 
group. This indicated that duckweed and azolla were more 
effective than water hyacinth in impeding the decrease in DO. 
Thus, the order of the groups which showed effectiveness 
in increasing or maintaining dissolved oxygen level was 
Duckweed > Azolla > Control group > Water Hyacinth.

Lastly, for turbidity, all groups showed a decrease in 
turbidity over time (Figure 4). This might also be due to the 
precipitation of floating matter as time went on since the 
turbidity of the control group also decreased as the time 
proceeded. Comparing the trendlines of the experimental 
groups to that of the control group, all three plants—
water hyacinth, duckweed, and azolla—were effective at 
decreasing the turbidity level since they had a steeper slope, 
which indicated that turbidity was decreasing faster. The 
measurement of turbidity for each group from day 1 to day 6 
showed that the order of the most effective group for reducing 
turbidity was Water Hyacinth > Duckweed > Azolla > Control 
group.

Floating plants led to an improvement in the transparency 
of water

In addition to quantitative measurement from an apparatus, 
qualitative data were also taken when evaluating the water 
quality of experiment groups. To determine the effectiveness 
of floating plants, the clearness and the color of the water 
were taken into account since if the water had a green color, 

Figure 1. Effect of floating plants on conductivity. The 
change in conductivity of control group, water hyacinth, 
duckweed and azolla for 6 days; linear trendline; data repre-
sent the average; error bars represent standard deviation

Figure 2. Effect of floating plants on pH. The change in 
pH of control group, water hyacinth, duckweed and azolla 
for 6 days; linear trendline; data represent the average; error 
bars represent standard deviation

Figure 3. Effect of floating plants on increasing dis-
solved oxygen level. The change in dissolved oxygen of 
control group, water hyacinth, duckweed and azolla for 6 
days; polynomial trendline; data represent the average; error 
bars represent standard deviation.
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it was assumed that the algae and other chemicals were 
included in the water and thus, water was contaminated.

The color of water was compared in two ways. First, the 
color was compared when there were plants in the water 
(Figure 5a). The color of water was observed when the plants 
were not displaced from water to observe density of color 
without any outside movement. After seven days from the 
start of the experiment, the water of all experimental groups 
turned almost transparent, whereas the water color of the 
control group did not change. The order of most purified water 
was therefore water with duckweed > water hyacinth > azolla 

> control group. This order corresponded to the order of 
turbidity, indicating that the results were consistent. The color 
of water was also compared through taking the water sample 
on the last day (Figure 5b). Although all samples were more 
transparent than the color observed when plants remained in 
water, the extent of its clarity varied. The observation showed 
that the order of the most purified water was the water with 
duckweed > water hyacinth > azolla > control group, which 
corresponded with the order with the color of the water with 
plants (Figure 5a). 

Floating plants drastically reduced the number of 
colonies that grew on culture medium 

On day 7, the sample of water was taken from each set 
up to measure the number of bacteria inhabiting in the water. 
We cultured water samples from day 1 and day 7 on culture 
media to compare the water quality before and after exposure 
to the floating plants. Then, we counted the number of 
colonies grown from each sample as a measurement of water 
quality. We considered that if there was a decrease in the 
number of colonies grown on culture medium, plants would 
have reduced the bacterial growth in water. 

 As expected, the number of colonies varied across the 
culture media of the water samples from different groups 
(Figure 6a). The control group had the highest density of 
colonies, while the duckweed and azolla groups had the 
lowest density. The samples grew five different types of 
colonies, which indicated the existence of different types of 
bacteria inhabiting the water. To count the number of colonies 
for each type of bacteria, the colonies were categorized 
into five different types depending on their color, size, and 
morphology (Figure 6b). Type 1 was the orange colony, type 
2 was the white colony with a solid border line, type 3 was 
the small and white colony, type 4 was the white colony with 
the inside filled, and type 5 was the red colony. Then, the 
average number of colonies was counted. In summary, the 
water hyacinth had reduced the number of type 3 bacteria, 
duckweed reduced type 2 and 4, and azolla reduced type 3 
and 4 (Figure 6c). All groups did not satisfy the permissible 
limit of fecal coliform numbers (FC) for drinking water: 20 cfu/
mL. However, compared with the number of colonies that 
grew in the water before the experiment, all the experimental 
groups showed reduction in the number of bacteria. Thus, 
we concluded that the order of the most effective at reducing 
bacteria growth was azolla > duckweed > water hyacinth > 
control group.

DISCUSSION
The six measurements in this experiment—conductivity, 

pH, turbidity, dissolved oxygen, color, and the number of 
bacteria colonies—showed that water hyacinth, azolla and 
duckweed did not always have an effect on water quality. 
For instance, there were  subtle differences between 
experimental groups and the control group for conductivity, 
pH, and dissolved oxygen. On the other hand, turbidity and 

Figure 4.  Effect of floating plants on decreasing turbid-
ity. The change in turbidity of control group, water hyacinth, 
duckweed and azolla for 6 days; linear trendline; data repre-
sent the average; error bars represent standard deviation.

Figure 5. Change in color of water over 7 days. (a) Repre-
sentative images of the color and transparency of water on 
day 1 and day 7; plants weren’t removed from the water to 
identify possible contaminants attached to plant’s roots or 
subsided on the bottom of containers. (b)  Representative 
images of the color and transparency of water samples that 
were collected on day 7; water samples were taken from the 
setup to only observe contaminants dissolved in water.
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the number of bacteria in water changed drastically when the 
plants were added into the water; experimental groups were 
more effective at water purification compared to the control 
group since they had a larger decrease in turbidity and less 
bacteria growing on the culture media. 

To determine the most effective group for purifying water, 
we ranked the groups based on their results from each 
measurement over the six-day experiment. The results from 
the experiment supported my hypothesis that the duckweed 
would be the most effective plants to purify water compared to 
water hyacinth or azolla. The water from the duckweed group 
showed the highest effectiveness of purification for most of 
the results; had the measurements of  conductivity (276.9 µS/
cm ± 0.95%) and pH (8.20 ± 3.13%) in the acceptable range 
set up before the experiment, had greatest increase in DO 
level (4.00 mg/L→ 6.53 mg/L ± 10.%) and the second greatest 
decrease in turbidity (74.16 NTU→61.06 NTU ± 0.36%) on 
average with almost colorless water on day 7, and had the 
second-lowest FC (178 cfu/mL) grown on culture media. 

The results from each of the measurements showed 
correlation, which added to the reliability of the data. For 
example, turbidity had a close relationship with the color of 
water since turbidity measures the amount of suspended 
particles in water, which we can visually observe from the 
transparency of water. Similarly, in this experiment, the 
order of water purification was almost the same for the 
turbidity measurement and the color observation. However, 
there were also some limitations to the data. First, for pH, 
DO, and turbidity measurements, there was a rapid change 
between day 1 and day 2 across all four groups, compared 

to the change after day 3. The pH increased 0.30 on 
average from day 1 to day 2, then changed by 0.10 per day 
afterward. Similarly, dissolved oxygen increased by 1.68 
mg/L on average between day 1 and day 2, while it changed 
by less than 0.54 mg/L per day afterward. Less change in 
pH and DO level after day 2 indicates that water was in the 
process of reaching equilibrium—such as solids settling out 
or adapting to the atmosphere of the lab—from day 1 to day 
2. To reduce the error coming from this changing variable, the 
day 1 measurement was excluded from the analysis in order 
to identify the trend of equilibrium post-collection. Another 
limitation is that there was a sign of systematic error in the 
conductivity data. In its graph, the measurements for both the 
control group and the experimental group dropped between 
day 3 and day 4. This drop may be due to incorrect calibration 
of the measuring tool. Thus, the order was determined 
by comparing each group to the trend of the control group 
measurement, which reduces the accuracy of conductivity 
data. Further, since conductivity measurements for all 
groups—whether it shows increasing or decreasing trend—
were in the permissible range, we decided not to include the 
order of conductivity when identifying the optimal floating 
plants for water purification. Another possible error could 
have been caused by the temperature at which the bacteria 
were grown on the culture media. In the experiment, the 
temperature of the incubator was set to 31°C, which may have 
suppressed the growth of bacteria that have different optimal 
growth temperatures. This error could be improved through 
multiple trials with different temperatures, which would allow 
the researcher to observe the pattern of bacteria growth. 

Figure 6. Colonies grown on culture media. (a) Representative images of bacteria grew on agar badges with water 
samples from day 7; The photo was taken 24 hours after the culture media were kept in 31oC incubator; “Before experiment” 
refers to the water sample from day 1. (b)  Representative image of different types of bacteria grew on agar plate with water 
sample taken on day 7; bacteria were differentiated based on its physical feature (c) The average number of different types 
of colonies found on agar badges with water samples from day 7; The number was counted 48 hours after the culture media 
were kept in 31oC incubator; Before experiment refers to the water sample from day 1.
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Furthermore, dissolved oxygen measurements for water 
hyacinth had inevitable limitations due to the inability to set up 
the same environment as an actual pond or river. Cornwell’s 
research suggests that water hyacinth needs a water level 
of 0.7-1.8 meters to perform photosynthesis effectively (26). 
Acknowledging that plants need enough space and carbon 
dioxide to perform photosynthesis effectively, if the experiment 
is conducted in open-space where it meets those needs, it is 
possible that an experiment group could perform better on 
increasing DO. In addition, the absence of water flow may 
have affected the measurements of dissolved oxygen. 

However, despite the limitations this research contains, we 
expect that the application of a natural treatment system using 
floating plants will bring a positive impact on water quality, 
providing better habitat for aquatic life as well as increasing 
the usefulness of the water. For instance, duckweed can 
be added to a pond in which wildlife cannot propagate due 
to contamination from wastewater. This can reduce the 
peril of wastewater with less cost than physical or chemical 
treatments. The government can even adopt constructed 
wetlands, where microorganisms and aquatic plants act as a 
filter as water slowly enters the wetland; nutrient and pollutant 
in water naturally breaks down and is taken up by plants 
and bacteria. This way, the wastewater from agricultural run 
off or human, industrial waste can be treated with low cost 
and energy consumption, protecting the environment (27). 
However, there are some limitations of using duckweed. 
Duckweed has a high rate of reproduction, however, excess 
quantity of duckweed can contaminate water quality when it 
covers the water surface and blocks the sunlight needed for 
microorganisms that decompose contaminants. In fact, some 
countries had to undergo disposal of duckweed in sewage 
systems as duckweed propagated more than they expected 
(28). Hence, future studies could focus on the relationship 
between the number of duckweed covering water surface and 
water purification level.

MATERIALS AND METHODS
Water sample collection

Water samples from the Mithi river were collected in five 
20 L plastic bottles. Collected water was directly used in the 
experiment without any other disinfection or treatment in 
order to predict the effect of floating plants on water in reality. 

The water samples were then distributed equally to 16 plastic 
bowls for 16 set-ups (four set-ups per group). 

Group set up
The experiment included one control group and three 

experimental groups. The control group did not contain any 
floating plants, but only a water sample. The experimental 
groups—water hyacinth, duckweed, and azolla—each 
contained a type of floating plant covering approximately 
80% of the surface area of the water. Each group had 4 set-
ups to reduce the random error; hence, a total of 16 samples 
(four groups with four set-ups) were used in this experiment. 
Observations only happened for seven days due to our 
inability to replicate the environment of the real river; after 
seven days, plants started to function less due to space 
restraints and the water started to be more contaminated due 
to the absence of its flow. The set-ups were placed indoors, 
right next to the window, to prevent excess evaporation of 
water from strong sunlight and high temperatures, which may 
affect the dissolved oxygen level and turbidity of water. The 
average ambient temperature of the setting was 29.0oC and 
the intensity of sunlight was 5.4 kWh m-2 day-1. 

Data collection of conductivity, pH, dissolved oxygen, 
and turbidity

Four types of measurements—pH, turbidity, conductivity, 
and dissolved oxygen—happened every day. For each test, 
measurements were taken five times per set-up. pH was 
measured with pH meter (± 0.01), turbidity was measured with 
a turbidity meter (±0.01 NTU), conductivity was measured 
with electrical conductivity meter (± 0.1µS/cm), and dissolved 
oxygen was measured with dissolved oxygen meter (± 0.1 
mg/L). In addition, photos were taken for each set-up every 
day for the comparison of the water color.

Data collection of the colony forming units
After seven days, water samples were collected for each 

test subject in order to be used for culture medium. On the 
agar plate, 1.00 ± 0.01 mL of each sample was sprayed using 
a pipette. Then, the agar plates were put in an incubator at 31.0 
± 0.1 °C according to the literature for the optimal temperature 
to grow most of the types of E. coli (29). Observation of agar 
plates happened every 12 hours, and the final number of 

Table 2. Compilation of results from various measurements.
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colonies was counted after 48 hours. This was due to the fact 
that the number of bacteria surviving on the agar plate started 
to diminish after 48 hours.

Determine the ranking of water plants that were most 
effective in water purification

The order of effective water plants to purify water was 
determined in consideration of six testings (Table 2). First, we 
identified whether pH and conductivity was within acceptable 
range set up before the experiment. Then we created a table 
with numbers. which are the rankings of different experimental 
groups in each of the testnings: Turbidity, DO, FC, and color 
of water. Then, we summed all the numbers for each group to 
find the group with the lowest sum of numbers–a group that 
ranked relatively high in all four testings.
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primarily by plants as waste products of their metabolism. 
These compounds are known for their medicinal properties 
(3). A large variety of alkaloids, for instance, have been shown 
to display compelling anti-carcinogenic activity and anti-
cancer drugs have been created from alkaloids (4). Saponins 
are known for their cytotoxicity against cancer cells (5) as well 
as the inhibition of carcinoma growth (6). Saponins prevent 
the proliferation of cancer cells due to their ability to interfere 
with DNA replication (7). Polyphenolic compounds, including 
flavonoids and tannins, have been shown to possess anti-
cancer activities in addition to their high antioxidant potencies 
(8). These metabolites are thus known to possess anticancer 
properties. 
 The Amaranthus spinosus (AS) Linn. plant is a medicinal 
plant which is found in abundance in India and around the 
world. This plant has been used extensively in Ayurveda 
(9), the traditional folk medicine of India, to treat diabetes, 
jaundice (10) and various other ailments. In our earlier studies 
(11), solvent extractions (water, ethanol, methanol, chloroform 
and acetone) were prepared for each part of the AS plant. 
We phytochemically screened the various parts of the AS 
plant. The phytochemical quantitative tests were conducted 
for total alkaloid, saponin, flavonoid, polyphenol and tannin 
contents. Subsequently, a crude herbal formulation, AS20 
was prepared and assessed for its free-radical scavenging 
properties. AS20 is a crude herbal formulation consisting of 
the methanol extract of the leaves and the acetone extract 
of the inflorescence of the AS plant. This formulation was 
created based on maximum total alkaloid, saponin/tannin, 
polyphenol and flavonoid content of the entire plant since 
these metabolites were known to possess both antioxidant 
and anti-cancer properties. Some studies also suggest anti-
carcinogenic properties of AS leaves in both in vivo and in 
vitro analyses (12). Hence, our AS20 formulation was a 
promising formulation to display anticancer properties.  
 HeLa is named so after Henrietta Lacks, a lady who died 
of cervical cancer in 1951 (13). Ever since the distribution of 
her cells, this cell line has been commonly used to evaluate 
the effects of various anticancer drugs (14). HeLa cells have 
been used to investigate the phytocomponents (plant-based 
components) and the apoptotic mechanism of the anti-cancer 
activity of the ethanolic extract of mango peel (15). Apoptosis 
is a mode of programmed cell death (16) that does not result 
in harm to surrounding cells. An alternate form of cell death, 
necrosis, is induced by chemotherapeutic drugs (17). Necrotic 

A study to determine the anti-cancer and pro-apoptotic 
properties of Amaranthus spinosus Linn. Extract, AS20 

SUMMARY
Complementary approaches to cancer treatment 
seek methods that integrate into existing therapies 
such as chemotherapy and radiotherapy. The most 
common form of complementary medicine is the 
usage of external antioxidants, including Ayurvedic 
herbal extracts, which assist in the mitigation of the 
side effects of cancer treatment on healthy cells. 
Herbal extracts are usually evaluated only for their 
antioxidant properties for complementary use in 
cancer treatment. Ayurvedic products are rarely 
evaluated for their anti-cancer properties. In this 
paper, we hypothesized that AS20, a crude extract 
of the whole Amaranthus spinosus (AS) plant, would 
induce higher cell death to the HeLa cancer cell line 
compared to other extracts of individual parts of the 
plant. Significantly lower IC50 values were found for 
both 24 hours (11.56 µg/ml) and 48 hours (1.77 µg/
ml) exposure compared to any of the other individual 
extracts of the plant part for the given exposure 
duration. Also, apoptosis was observed in HeLa 
cells treated by the IC50 concentration of AS20 using 
fluorescent stains such as Hoechst dye, DAPI and 
dual staining (Acridine Orange and Propidium Iodide). 
It is thus concluded that AS20 formulation exhibited 
cytotoxic activity on HeLa cancer cell lines and their 
action mechanism is via apoptosis.

INTRODUCTION
 Complementary and alternative approaches to cancer 
treatment are premised upon relieving the symptoms of 
cancer treatment (1). A common complementary therapy is the 
usage of antioxidants (2), which assists in the mitigation of the 
side effects of chemotherapeutic drugs and radiotherapy on 
healthy cells. Hence, by complementing natural antioxidants 
with external herbal products, we would theoretically be able 
to prevent oxidative cell damage to healthy body cells, while 
retaining the anti-carcinogenic properties of the mainstream 
drug. Ayurvedic treatment is not considered a mainstream 
method. However, if the complement herbal product was to 
possess anti-cancer properties of its own which added on to 
those of the mainstream drug, it might be possible to reduce 
the dosage of the mainstream drug, still maintain the anti-
cancer potential, and have the added benefit of the antioxidant 
properties to eliminate the side effects. 
 Secondary metabolites (alkaloids, saponins, flavonoids, 
polyphenols, tannins etc.) are organic compounds produced 
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cell death damages the body (18) and hence apoptosis 
is a more desirable mode of death, as it is an alternative 
mechanism of cell death which avoids the side effects seen 
in necrotic cell death. HeLa is an immortal cancerous cell line 
that is considered to be the single longest-living cell line (19).
 Hence, the anti-cancer properties of the entire plant were 
of interest in this study. In this study, we evaluated the ability 
of the crude extract formulation of AS20 to exhibit a greater 
anti-cancer and pro-apoptotic properties than constituents 
and other extracts of individual parts of the plant. This, in 
addition to its potent free radical scavenging property (11) 
would make it potentially suitable complementary cancer 
drug. Apart from the ordinary HeLa cell line employed in 
this study, a 5-fluorouracil (5-FU) drug-resistant variety 
(HeLa-R) was developed (20) and employed in the study. The 
morphology of cells was also evaluated. To create this herbal 
formulation, we mixed extracts of different parts of the plant, 
which are the most potent in the desired phytocomponents, to 
create a crude extract that is a genuine representative of the 
potency of the entire plant. Thus, it was hypothesized that the 
crude extract, containing a greater content of the secondary 
metabolites, would display significant anti-cancer properties 
determined by the MTT assay. Crude Ayurvedic combinations 
have not been studied in this manner and this is an essential 
step in the field of integrative oncology. 

RESULTS
 Medicinal herbs and their derivative phytocompounds 
are being recognized as useful complementary and 
alternative medicinal treatments for cancer. Amaranthus 
spinosus (AS) Linn. plant is a medicinal plant which has been 
used extensively in Ayurveda. Recent studies also showed 
that Amaranthus spinosis has antioxidant and anticancer 
properties. This study was conducted to assess the cytotoxic 
activities using MTT assay and induced apoptosis of the 
formulation AS20 on HeLa cells as well as HeLa-R (5-FU 
drug resistant) cells. 

Cytotoxicity of HeLa cells by AS20
 MTT assay was used to measure cytotoxicity (loss of 
live cells). This is based on metabolic reduction of the soluble 
MTT salt, 3(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium 
bromide which reflects the normal function of mitochondria 
dehydrogenase activity and cell viability, into purple 
coloured formazan product, which was measured 
spectrophotometrically.
 The percentage viability of HeLa (drug-sensitive) and 
HeLa-R (5-FU drug-resistant) cells with an increase in the 
concentration of AS20 was determined by carrying out the 
MTT assay in a 96 well plate to determine the IC50 value 
of AS20. HeLa-R cell line was also employed to determine 
the anticancer effect of AS20 on cancer cells which are 
resistant to commercial anti-cancer drugs such as 5-FU. The 
IC50 obtained for 24 h and 48 h by using acetone extracted 
inflorescence was 47.3 and 22.31 µg/ml, respectively. Leaf 

extracted in methanol and water showed an IC50 at 23.48 µg/
ml on its 24 h exposure and 13.19 and 6.28 µg/ml during 48 h 
treatment, respectively (Figure 1 (a), (b), (c) and Figure 2). 
The IC50 values at 48 h were significantly lower than that at 
24 h (p<0.05 and p<0.001).
 It was evident that the herbal formulation, AS20 on HeLa 
cells had a significantly (p<0,001) lower IC50 value of 11.56 
µg/ml (24 hours) and 1.77 µg/ml (48 hours) than any of the 

Figure 1: Graph displaying decrease of percentage viability of HeLa 
cells with increase in concentration of Amaranthus spinosus-derived 
extracts using MTT assay: (a) AS Inflorescence Acetone extraction, 
(b) AS Leaves Methanol extraction, (c) AS Leaves Water extraction, 
(d) AS20, and (e) AS20 on HeLa-R cells, following 24 hours and 48 
hours of drug exposure. Results are expressed as percentage (%) at 
each concentration in µg/ml (N=3, mean±SD). 
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other individual component groups for the given exposure 
duration (Figure 1 (d) and Figure 2). Similarly, for the HeLa-R 
cells, AS20 had IC50 values of 124.28 µg/ml at 24 hours and 
decreased to 99.82 µg/ml at 48 hours (p<0.001) (Figure 1 (e) 
and Figure 2). 

Induced apoptosis by AS20
 Subsequently, the cell and nuclear morphology were 
observed before and after drug action, under the fluorescent 
microscope using dual staining with Acridine orange and 
Propidium iodide (Figure 3), Hoechst staining and DAPI 
staining to determine the possible mode of cell death. 
Acridine orange stains live cells green, propidium iodide 
stains dead cells red. Hoechst’s and DAPI staining fluoresces 
the nucleus blue when it binds to dsDNA, which is usually 
present in apoptotic cells (21). Thus, DAPI positive cells 
are a possible indicator of the apoptotic cell death. In the 
estimated cell counts, 0.23% and 0.33% death was obtained 
in the untreated control group of HeLa and HeLa-R cells, the 
percentage of apoptotic cells in the vehicle-treated group 
(dimethyl sulfoxide) of HeLa and HeLa-R cells was found to 
be 5.88% and 3.17%, respectively, whereas that in the treated 
group was 53.25% and 51.61% suggesting a notable impact 
of the IC50 AS20 on apoptotic death of HeLa and HeLa-R 
cells, respectively (Figure 4). The cells undergoing apoptosis, 
represented by the morphological changes of apoptotic 
nuclei were observed in AS20 treated group (Figure 3). The 
apoptotic process seems to be a bit slower in AS20 treated 
HeLa-R cells when compared with that in HeLa cells.

DISCUSSION
 The results obtained have implications in the field of 
integrative oncology as AS20 is suggestive of the amplified in 
vitro anti-cancer and pro-apoptotic properties of the AS plant. 
As a result, this formulation can be further studied to work 
as a complementary and alternative approach to mainstream 
cancer therapies both to enhance the anti-cancer properties 
of the mainstream treatment and to alleviate its undesirable 
repercussions on the body. 
 Figures 1 and 2 support our hypothesis that AS20 
possessed greater anti-cancer properties than extractions 
of individual parts of the plant. Specifically, the formulation 
displayed a far greater anti-cancer property than its different 
components and the positive control group (leaves water 
extract), since a lower concentration was required to kill 
50% of the cancerous HeLa cells. Furthermore, a significant 
difference existed between the IC50 value for 24 hours and 
48 hours, which showed the substantial impact of exposure 
time of AS20 on killing cancerous cells. A similar trend in 
the results was obtained for HeLa-R cells with the use of 
AS20. It showed that AS20 also has the potential to destroy 
cancerous cells despite their resistance to anti-cancer drugs. 

Figure 3: Apoptosis caused by AS20 on treated groups: (a) HeLa 
control, (b) HeLa-R control, (c) HeLa vehicle control (DMSO), (d) 
HeLa-R vehicle control (DMSO), (e) HeLa treated, and (f) HeLa-R 
treated cells were observed under fluorescent microscope using 
Acridine Orange and Propidium Iodide (dual) staining (20x) (top) 
and Hoechst and DAPI (dual) staining (20x) (bottom) with NA of 
0.34. Presence of fluorescent nuclear fragmentation and blebs is 
indicative of apoptosis marked as white arrow in Acridine Orange 
and Propidium Iodide (dual) staining and as black in Hoechst and 
DAPI (dual) staining. Scale bar: 10µ and 100µ.

Figure 2: Bar graph showing the IC50 values for the MTT cell viability 
assay for the five groups tested. The concentration was expressed in 
µg/ml (N=3, mean±SD). HeLa cell viability decreases with increasing 
concentrations of Amaranthus spinosus-derived extracts using MTT 
assay. Effect of the extracts and formulation on 24 h and 48 h was 
compared. AS20 effect on HeLa and HeLa-R was compared with 
other groups. Groups were considered statistically significant if 
p<0.05 (*), p<0.01 (**) and p<0.001 (***). 
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As the IC50 of AS20 on HeLa-R cells was significantly higher, 
it could be used in a complementary fashion. 
 From the cell morphology obtained in Figure 3 and 4, it 
is evident that there was a higher number of DAPI positive 
cells in the treated HeLa than in control. In the treated group, 
there is evidence of both live and dead cells since the HeLa 
was treated with the IC50 of the drug (50% of cell death), 
hence suggesting the efficacy of drug action in killing cancer 
cells. There was an increase in apoptotic cells by 48% 
(Hoechst’s stain) in the group treated with AS20, indicating 
a notable impact of the IC50 of AS20 on the apoptotic death 
of cancerous cells. The stained images of HeLa-R after the 
treatment also displayed higher DAPI positive cells.
 As the experiment involved several steps, there was 
scope for human error. For instance, the serial dilution 
procedure required pipetting minimal volumes from well to 
well, which could have introduced errors. For the MTT assay, 
the incubation start time was assumed to be the same, even 
the addition of MTT was done sequentially. Besides, the cell 
counting in Hoechst’s staining was carried out manually, to 
prevent errors.
 While our results for the MTT assay on HeLa cells 
compared the anti-cancer property of the AS20 formulation 
with that of its constituents, the same was not done for the 
HeLa-R as it assumed to show similar characteristics. 
Additionally, a limitation of our study was that quantitative 
cell counting was done only for Hoechst’s staining method 
as there was no difference in observation between Hoechst’s 
and DAPI methods. Future studies could: 1) compare AS20 
with its constituents for MTT assay against the HeLa R cell line 
2) carry out quantitative cell counting based on morphology 
using DAPI as well 3) explore additional staining methods to 
confirm that it is indeed apoptosis that is occurring on addition 
of AS20. An example of a method which can be explored 
is the usage of an antibody for cleaved caspase-3, a more 
accurate apoptotic marker which is activated at the start of 
apoptosis (22).
 Future experimentation in this field could expand 

on other pharmacological properties of AS20, such as 
antimicrobial, antifungal and anti-inflammatory. Other species 
in the Amaranthus genus can be assessed for their anti-
carcinogenic properties in a similar manner. Furthermore, 
AS20 can be combined with other crude extracts and explored 
for enhanced anti-cancer properties. Other cancerous cell 
lines may also be explored, which could be an exciting future 
direction.

MATERIALS AND METHODS
Cell viability assay
 The parameters chosen for MTT assay (4, 5-dimethyl 
tetrazolium-2-yl, 2, 5-diphenyl tetrazolium bromide assay) 
were based on the high presence of phytochemicals from 
previously conducted phytochemical screening (11). From 
the phytochemical studies, the constituent groups of AS20 
were of particular interest. A positive control group (leaves 
water extract) which contained all the phytochemical groups 
was included in this evaluation (Table 1). Dimethyl sulfoxide 
(DMSO) was used as a vehicle control. 
 The MTT assay protocol was adapted from that 
described by Morgan D.M.L (23). 0.3 x 106 HeLa cells were 
cultured in a 96 well plate with Dulbecco’s Modified Eagle 
Medium (DMEM) in 10% Fetal Bovine Serum (FBS) (100 μl, 
3000-5000 cells per well). The cells were left for 24 hours of 
incubation for cell adhering. The samples were then treated 
with two-fold serial dilutions of AS inflorescence acetone, 
AS leaves methanol, AS leaves water and the AS20 (10% of 
the original stock solution was used as first concentration for 
all groups). Incubation was carried out for 48 hours and 24 
hours of drug action. After these durations, 20 μl of MTT (3-
(4, 5-dimethylthiazol-2-yl)-2, 5-diphenyltetrazolium bromide) 
was added and the plates were incubated for 4 hours to 
allow for action of MTT on the mitochondria of live cells. 
Subsequently, the media from each well was discarded and 
100 μl DMSO was added to dissolve the purple formazan 
crystals. The presence of purple formazan crystal indicated 
the presence of live cells. The absorbance readings were 
taken at a wavelength of 545nm in the spectrophotometer. 

Figure 4: Bar graph showing dead and living cells obtained from 
fluorescent staining of HeLa and HeLa-R cells in media control, 
vehicle control and with the treatment of AS20 (N=3, mean±SD). 
The graph shows significant difference (p<0.001) between living and 
dead cells in media control group of both the cell types, as well, in 
the vehicle (DMSO) control group. There was no significance found 
in the groups treated with AS20.  

Table 1: Groups considered for MTT cell viability assay. Range (+++) 
represented concentrations in the range 1001-2000 µg/ml.

Samples Phytochemicals Range
Inflorescence Acetone Flavonoids +++

Leaf methanol
Polyphenols

Saponins
Alkaloids

+++

Leaf water

Flavonoids
Polyphenols

Alkaloids
Saponins

+++

AS20 (Combination of acetone 
extracted inflorescence and leaf 

extract in methanol) 

Flavonoids
Polyphenols

Alkaloids
Saponins

+++
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Three independent sets of experiments were conducted 
in triplicates to increase accuracy. The following formula 
determined the percentage of cell viability:

AbsSample / AbsControl x 100

The formula calculated the percentage cell cytotoxicity:

(AbsControl - AbsSample) / AbsControl x 100

 From the absorbance readings obtained, the cell viability 
values were obtained for each concentration of each sample. 
The percentage viability graphs were plotted against the 
concentration of the sample for all four groups. The IC50.tk 
software (24) was used to determine the IC50 value for MTT 
assay for each of the four groups (after both 24 and 48 hours 
of drug action). Similar protocol was performed to determine 
the IC50 value of AS20 on HeLa-R cells.

Cell Staining and Microscopy
 HeLa cells were cultured in a 24 well plate with Dulbecco’s 
Modified Eagle Medium (DMEM) in 10% Fetal Bovine Serum 
(FBS) (1 ml, 0.1 x 106 cells per well) and were treated with the 
IC50 concentration of AS20 as was carried out for the MTT 
assay. After 24 hours of drug action, the media was discarded 
and the cells were washed with Phosphate Buffer Saline 
(PBS), which was maintained at a pH of 7.4 using Hydrochloric 
acid (HCl), Sodium Hydroxide (NaOH) and litmus paper. After 
the addition of PBS, the well plate was incubated for 5 minutes 
at room temperature. After this incubation, fixative Methanol 
was added to the wells and incubated for a further 5 minutes. 
Subsequently, the cells were washed once more with ice-cold 
PBS. The fluorescent stains were used in the dark and were 
covered with aluminium foil to prevent exposure of the wells to 
ambient light. The respective dyes were added after fixation 
and the wells were observed immediately under an Olympus 
fluorescent microscope (25), to prevent the possibility of cell 
death over time.
 Dual staining: Dual staining method was adapted from 
that used by Mascotti et al. (26). 5 μl of (1 mg/ml) Acridine 
Orange and 5 μl of (1 mg/ml) Propidium Iodide were added 
to the cells and the treated sample, as well as the control 
sample, was observed under the fluorescent microscope in a 
dark room at 488-493 nm (excitation), 630 nm (emission). 
 Hoechst’s staining: Hoechst’s staining method was 
adapted from the protocol, followed by Crowley et al. (27). 50 
μl-100 μl (0.5 μg/ml) Hoechst’s stain was added to the cells 
and the treated sample, as well as the control sample, was 
observed under the fluorescent microscope in a dark room 
at 350-460 nm. For the Hoechst’s staining, an approximated 
quantitative analysis was also carried out and cells were 
counted under the fluorescent microscope using a manual 
counter.
 DAPI staining: The Hoechst’s staining method used was 
adapted for DAPI (4′,6-diamidino-2-phenylindole).  50 μl-100 

μl (1000 mg/ml) DAPI stain was added to the cells and the 
treated sample, as well as the control sample, was viewed 
under the fluorescent microscope in a dark room at 359-461 
nm.
 The images were captured by ProgRes® Capture 
Pro software (28) using Olympus microscope under 20X 
magnification and 0.34 numerical aperture (NA). These 
staining protocols indicated the possibility of the apoptotic 
mode of cell death. 

Statistical analysis
 GraphPad Prism software was used to analyze the 
data. ANOVA was used to analyze the statistical difference 
between groups, which was followed by Tukey’s test. All the 
experiments were performed three times independently in 
triplicates. P<0.05 was considered as significant, denoted by 
single asterisk, p<0.01 was denoted by double asterisk and 
p<0.001 by triple asterisk.     
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