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presented with evidence to the contrary (2). With age, this 
“stubborn optimism” is tempered and many studies reported 
a decreasing level of positive future perception with increase 
in age. Several researchers concluded that adults have a 
more realistic outlook that is practical and functional than 
having an overly positive and hence unrealistic perception of 
their life (3, 4, 5). One study analyzed the results from the 
Life Orientation Test, evaluating different factors of optimism 
and pessimism among middle-aged and older adults (5). The 
results suggested that life stressors may affect disposition 
and showed a trend toward pessimism over age, especially 
among caregivers. Interestingly, the research pointed out that 
it is pessimism, not optimism, that has a stronger influence on 
outcome and may predict psychological and physical health 
(5). 
 Element of time has a definite impact on outlook and 
the trend of negative view increases over age (7). Exploring 
optimism and pessimism in terms of age and in the context of 
current global issues and problems may clarify differences in 
approach between children and adults. A large body of literature 
indicates that people who have positive expectations for the 
future respond to difficulty and adversity in more adaptive 
ways than people who hold negative expectations (8, 9, 10, 
11, 12, 13). Expectations influence how people approach both 
stressors and opportunities, and they influence the success 
with which people deal with many challenges and even 
design solutions. In lieu of the many different global problems 
described below and as studied in the presented survey, the 
connection between outlook and age was explored.
 The world today faces many serious issues and challenges: 
global warming, pollution, rapidly declining bee populations, 
energy crisis, health care crisis, immigration, wars, poverty 
and hunger, overpopulation, political corruption, and more. 
The global problems in the survey were selected based on 
current news and what the major non-profit organizations 
believe to be of concern (14, 15, 16). The United Nations 
is a global organization dedicated to safeguarding peace, 
protecting human rights and international justice, promoting 
economic and social progress, addressing immigration and 
climate change. In addition to United Nations, two smaller 
scale organization, the Borgen Project and GVI, were 
reviewed to understand what common global issues different 
types of organizations align on. The Borgen Project is a non-
profit organization mainly focusing on addressing poverty and 
hunger, while he GVI is an organization dedicated to building 

Assessing Attitude Across Different Age Groups in 
Regard to Global Issues:  Are kids more optimistic than 
adults?

SUMMARY
 The world faces many problems. This study 
attempted to determine to what extent people are 
aware of the current global issues and whether people 
believe some of them may be successfully addressed. 
The main objective of the study was to understand if 
there is a correlation between the age of a person and 
their outlook. We hypothesized that a positive outlook, 
i.e. a general belief that many issues can be resolved, 
would be common among children, from elementary 
through high school, whereas adults would have 
a more negative perspective. This research was 
conducted using a survey-based study. The results 
supported the hypothesis and showed that children 
appear more optimistic than adults and believe that 
most issues can be addressed in the future. Adults 
are less optimistic and believe that, even with time, 
it is impossible to resolve many of these issues. 
Regardless of age, many respondents commented that 
technology, improved communication, kindness, and 
general willingness to change, along with an effective 
political agenda led by non-corrupt politicians, are 
essential for successfully resolving major problems. 
On the other hand, greed, selfishness, and the corrupt 
political system largely prevent any improvement.

INTRODUCTION
 Optimists are people who expect positive outcomes and 
have positive view of the world around them and pessimists 
are people who expect negative outcomes and have 
negative view of the world around them. Anticipating positive 
versus anticipating negative seems to be linked to different 
underlining attitudes and behaviors among people. The ways 
in which optimists and pessimists differ in their view of the 
world has an impact on their lives and consequently the world 
they live in. Several psychology studies demonstrate that 
optimists and pessimists differ in how they confront problems, 
cope with adversity, and utilize social and socioeconomic 
resources (1). 
 Furthermore, research in psychology shows that 
optimism is observed more frequently in children and 
less in adults (1, 2). There is “positivity bias” in children as 
early as three years of age (2). This bias peaks in middle 
school and weakens later in high school, presumably due 
to education and experience. Research also indicates 
that children may remain stubbornly optimistic even when 
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worldwide partnerships in order to facilitate global citizenship 
and teach leadership skills in young adults. Even though 
there are major differences in size, scale, and membership 
between UN, Borgen Project and GVI, the three organizations 
still identify same global concerns which require international 
recognition, cooperation, and implementation of long-term 
solutions. Identification of the issues is an important first step 
to building a better, sustainable, and kinder world (14, 15, 16).
 Many scientists agree that global warming is a major 
problem and the cause of climate change (17, 18). Scientists 
also agree that humans are at fault. Consequences of 
increasing temperatures include rise of ocean levels, floods, 
loss of wildlife habitats, species extinction, reduction of the 
amount of drinkable water, massive human migrations and 
potential armed conflicts (17, 18). Air pollution is another 
serious problem that is not only responsible for global 
warming, but also results in poor air quality that causes 
cancer, birth defects, and many other health problems (17, 
19, 20, 21). The problem of pollution is not limited just to air. 
Modern humans contaminate most of the resources they 
come across, including oceans, freshwater, and soil (22, 23). 
Oil spills and plastic pollution result in the death of ocean life 
and eventually have a negative impact on human health (24, 
25, 26). Fish eat the poisonous plastic, and consumers eat 
the poisoned fish (27, 28, 29, 30). Freshwater is affected as 
well. Drinking water is polluted by sewage, industrial waste, 
oil spills, heavy metals, and other toxic chemicals. Pollution 
depletes drinking water drastically and poses many health 
risks (31, 32).
 In addition to air and water pollution, people have polluted 
the soil which prevents successful farming, and accumulation 
of insecticides and fungicides has become a major problem, 
harming productive pollinators like bees (33, 34, 35, 36). 
Pollution and contaminated flora contribute to bee colony 
collapse disorder and result in the “bee apocalypse” (36, 37). 
Many scientists agree that death of bees may cause a major 
shift in the ecosystem, resulting in extinction of many plants 
and direct impact on food supply, which in turn may cause 
hunger, poverty, political conflicts, and maybe even wars.
 Another critical problem the world faces is an energy 
crisis. The production and consumption of fossil fuels have 
increased dramatically (38). However, natural reserves of 
fossil fuels are at the verge of depletion and will become 
more expensive and increasingly scarce (38, 39). Turning 
to renewable energy like solar or wind power, has been 
considered as a solution. However, integrating the new 
sources of energy into mainstream society has yet to be 
implemented on a global level (38, 39). 
 Terrorism is a growing issue in the world (40, 41, 42). It is 
a new problem. Wars, on the other hand, have existed since 
the rise of human civilization. Terrorism and wars cost life 
and tremendous suffering (43, 44). It is easy to imagine that 
food shortage due to the impending bee apocalypse or poor 
living conditions due to changing climate or limited sources of 
energy may be the future reasons for tension and potentially 

even lead to armed conflicts such as terrorism and wars. 
 Hunger and poverty are most common in developing 
nations. However, even in developed countries such as the 
USA, many children go to bed without dinner (45, 46). More 
than half of the world’s population lives at levels of poverty 
that deprive them of their basic needs, and more than 1 billion 
of those people live in hunger (45, 46). Unfair distribution of 
wealth, poorly utilized land, inefficient agricultural practices, 
and droughts are the main sources of hunger in the world (46, 
47). 
 In poorer societies, overpopulation results in poverty and 
hunger. In more developed countries, overpopulation puts 
a strain on natural resources and impacts issues such as 
pollution, energy, and health crisis. With increased population 
and social inequality, migration poses a challenge as less 
fortunate and oppressed people look for opportunities in 
more developed regions of the world (48).
 Political corruption can make all these problems not 
only much worse, but also destroy any hope of ever reaching 
a solution. Corrupt politicians and lobby groups pursue 
interests of big companies at the expense of their country and 
citizens (49, 50, 51, 52). The Chapman University Survey of 
American Fears in 2018 indicated that for the fourth year in a 
row the top fear of Americans is corrupt government officials 
(52). The collective fear of political corruption outweighs 
the fear of losing a loved one, not having enough money for 
the future, global warming, and pollution. Corruption in the 
government demoralizes the public and weakens the entire 
system of policy making and implementing. It diminishes 
services, undermines trust, and if not checked, will prevent 
issue resolution and problem solving (52).
 All the described issue must be addressed for the 
successful future of humanity. Many of them require long-
term strategies and commitment. However, the first step is 
agreeing that these issues do exist. Only then can solutions 
be developed, and actions taken. Each of these problems is 
multifaceted and interconnected, meaning that many aspects 
must be considered as part of a solution strategy. Given many 
debates and challenges associated with addressing some of 
these global problems, we wondered whether children and 
adults are aware of them. We also speculated that children, 
more so than adults, would have an optimistic outlook about 
solving these problems. This study attempted to determine if 
people agree that the aforementioned global issues exist and 
if people feel that those issues can be solved. Our hypothesis 
is that school-age respondents, from elementary through high 
school, are more optimistic about solving global problems, 
while adults are more pessimistic, being influenced by their 
experiences and understanding of the reality and causes of 
these problems. We predict that in our study, children will 
be more optimistic than adults reflecting the conclusions of 
previous research.

RESULTS
Paintings Demographic Analysis
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 The demographic results of participants were collected 
(Table 1). Out of 143 respondents, 56% were female and 44% 
were male. The ethnicities of the participants were comprised 
of 66% Caucasian, 15% Asian, 8% African-American, 8% 
Hispanic, 4% Native American, and 4% other. Among the 
143 respondents, 4% were elementary school students, 15% 
were middle school students, 19% were high school students, 
8% were 19-30 years old, 38% were 31-50 years old, 7% 
were 51-65 years old, and 8% were 65 and above years old. 
When asked to identify which religion they followed, 49% self-
identified as Christians, 12% as atheist, 10% as agnostic, 8% 
as Buddhist, 6% as Jewish, 5% as Muslim, 3% as Hindu, and 
3% as New Age. 
 The 19-25 years-of-age group was underrepresented at 
only 4% of the sample size. This meant that the accuracy of 
data interpretation for that age group was likely low.

 The distribution of selected demographics across the 
different age groups was also assessed (Table 2). Data from 
both the summary of demographics, and the distribution of 
demographics across different age groups indicated that the 
sample size was relatively diverse. 

General Issue Analysis 
 Based on the survey responses, most people believed 
that all the listed global issues were indeed a problem (Table 
3 and Figures 1-3). The issues that generated more than 
90% of “yes” responses were pollution, wars, and poverty 
and hunger. The issues that generated above 70% but below 
90% of “yes” responses were global warming, energy crisis, 
terrorism, healthcare crisis, and government corruption. 
Bee apocalypse, immigration from Central America, and 
overpopulation had the lowest numbers of “yes” responses. 
The issue of bee apocalypse was the least known, as 34% 
of respondents were not sure that the bee apocalypse even 
existed, and 16% did not consider it an issue. 
 The majority of participants indicated that most of the 
issues could not be solved in the near future (Table 3 and 

Figures 1-3). Instead, more than half of the issues could be 
addressed sometime in the remote future. The most likely 
issue to be solved in the next 50 years was energy crisis 
with 83% agreement from participants. Many respondents 
believed that pollution and global warming might be resolved 
with 72% and 58% agreement, respectively. Healthcare crisis, 
immigration, poverty, and hunger were considered issues of 
a concern, but less people believed that they could be fixed. 
Some participants indicated that these problems might be 
addressed in the short-term future, but more likely would be 
solved in the remote future. 
 Wars, terrorism, overpopulation, and political corruption 
generated the most pessimistic responses, either in the near 
or in the remote future, with “yes” responses at 50%, 44%, 
41%, and 48%, respectively (Table 3 and Figure 1-3). This 
suggested that most of the people simply did not believe that 
these four issues could ever be solved.  

Tabel 1. Distribution of respondents’ demographics. Shown are 
percentages of gender, ethnicity, martial status, political party, 
religion, age, and age group distributions (n = 143 respondents). 

Table 2. Distribution of selected demographics across studied 
age groups. Shown are different demographics with which the 
participants self-identified. The data represented as percentages (n = 
143 respondents). A) Ethnicity distribution. B) Gender distribution. C) 
Religious background distribution. Data based on self-identification.
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Figure 1. Summary of responses for “Is it an Issue?”. Shown is the percentage of “yes”, “no” and “no idea” responses to 
the question of whether each problem is an issue (n=143 respondents). 
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Figure 1. Summary of responses for “Is it an Issue?”. Shown is the 
percentage of “yes”, “no” and “no idea” responses to the question of 
whether each problem is an issue (n=143 respondents).
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Age Group Analysis
 Chi-square analysis of correlation between responses 
and demographics of the responders revealed several 
significant correlations (Table 4). While there were 
correlations with a few demographic characteristics, we 
focused on the correlation with age groups. Correlation 
analysis of age groups and the responses demonstrated that 
global warming, pollution, energy crisis, wars, terrorism, and 
poverty and hunger were considered real issues by all age 
groups, with the majority of “yes” responses higher than 80% 
and for some age groups reaching 100% (Table 4).
 Immigration, healthcare crisis, and political corruption 
were not considered big problems by the elementary and 
middle school age groups (Table 3 and Figure 1-3). None 
of the elementary school students believed that immigration 
was an issue, while only 36% of the middle school participants 
found it concerning. Only 40% of the elementary students and 
55% of the middle school students considered the health care 
crisis a problem. Interestingly, 20% percent of elementary 
school children and 42% of middle school children already 
viewed Congress corruption as an important issue. 
 Overpopulation was considered a problem by all the 
age groups, with the exception of the 51-65 age group, of 
which only 33% considered it a serious issue (Table 3 and 

Figure 1-3). Many respondents were not aware of the bee 
apocalypse, and only the high school aged group recognized 
it as a problem. 

  Most participants did not indicate that any of the listed 
issues could be solved within the next 10 years (Table 3 
and Figure 1-3). However, over 60% of respondents across 
all the age groups believed that the energy crisis, pollution, 
and global warming could be solved within 50 years. All the 
age groups agreed that pollution could be solved. As for the 
energy crisis, all the “yes” responses within the age groups 
were between 60-90%, except for the above 65 years-of-age 
group, of which only 40% considered it a challenge.
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Figure 2. Summary of responses for “Is it possible to solve in near future?”. Shown is the percentage of “yes”, “no” and 
“no idea” responses to the question of whether it is possible to address each issue in the next 2-10 year (n=143 respondents). 
 

0

20

40

60

80

100

120

%
 o

f R
es

po
ns

es

No idea

No

Yes

Figure 2. Summary of responses for “Is it possible to solve in 
near future?”. Shown is the percentage of “yes”, “no” and “no idea” 
responses to the question of whether it is possible to address each 
issue in the next 2-10 year (n=143 respondents). 

 

 
Figure 3. Summary of Responses for “Is it possible to solve in long-term future?”. Shown is the percentage of “yes”, 
“no” and “no idea” responses to the question of whether it is possible to address each issue in the next 10-50 year (n=143 
respondents). 
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Figure 3. Summary of Responses for “Is it possible to solve in long-
term future?”. Shown is the percentage of “yes”, “no” and “no idea” 
responses to the question of whether it is possible to address each 
issue in the next 10-50 year (n=143 respondents).

Table 3. Summary of yes responses across age groups. Shown are 
results represented as percentage of “yes” replies across seven 
different age groups for whether a particular topic is an issue of 
concern; whether it can be solved in 2-10 years; or whether it can be 
solved in 10-50 years (n = 143 respondents).

Table 4. Correlation of “yes” responses to demographics. Show are 
p-values calculated with chi-square; p-values lower than or equal to 
0.01 are marked with asterisks.
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 The issues which were universally believed to be difficult 
to solve in the long term were immigration and healthcare 
crisis (Table 3 and Figure 1-3). The percentage of responses 
for those who believed that those issues could be resolved 
were low, with about 44% of school-age respondents and 
only 20% of 19 to 65-year-olds indicating that a solution in the 
remote future was possible.
 Wars, terrorism, poverty and hunger, and overpopulation 
had unfavorable results for the older age groups (from 19 to 
65 and older), but the younger participants (from elementary 
to high school) stipulated that these issues could be solved 
(Table 3 and Figure 1-3). For the adult group from 19 to 65, the 
“yes” response rate ranged from 0% to 45%. For respondents 
from elementary school to high school, the “yes” response 
rate ranged from 40-95%. This clearly demonstrated that the 
younger respondents were more optimistic and hopeful about 
solving the issues of wars, terrorism, poverty and hunger, and 
overpopulation than the older participants.  
 Interestingly, Congress corruption was the only issue 
that was universally considered the most unlikely ever to 
get resolved, with only 27% of the older people still thinking 
that the US Congress could be rectified (Table 3 and Figure 
1-3). The younger age groups were not optimistic either, as 
indicated by a dramatically lower “yes” response rate. This 
observation was consistent with other research regarding 
political corruption in the USA (52).

 To better understand correlation with age, the respondents 
were grouped into three different age groups (Figures 4-6). 
The “primary and secondary school” group encompassed the 
7-18 year-olds, which included elementary, middle, and high 
school students. The “very young adults” group consisted 
of the 19-25 year-olds, which included college students and 

working young adults. The third group included the 26 years 
old and older, in which many people typically finished college, 
could be employed, and often had their own children and/or 
grandchildren. 

 The aggregated data clearly showed that children and 
adults had a different outlook on the presented problems and 
did not agree whether some issues could or could not be 
solved (Figures 4-6). Problems such as global warming, wars, 
terrorism, poverty and hunger, and overpopulation created 
the most disagreement. It appears that children believed that 
these challenges could be solved in the remote future, while 
adults did not think it was ever possible. Based on the written 
responses, children proposed for people to work together to 
solve problems. Adults viewed people as greedy, dishonest, 
and unable to work together to address global concerns.

 The 7-18 years-old age group was more confident in 
solving most of the issues in the long term, while the 26 and 
older group was significantly less optimistic about resolving 
the presented topics (Figure 7). These results supported 
our hypothesis. In contrast to adults, children appeared to 
be more optimistic and believed that many of the presented 
issues could be successfully addressed in the future. The 
level of importance for categorized issues was equally 
important across all age groups (Figure 4A).

DISCUSSION
 The hypothesis of our project was that children are more 
optimistic than adults in the context of solving world problems. 
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Figure 4. All issues were equally important across all age groups. A) 
Shown are % of “yes” for each of the issues across three combined 
age groups. B) Shown are % of respondents for categorized issues 
across three combined groups. 

  
 

 
 
Figure 5. The younger age groups were more optimistic about solving majority of issues in the near future, 2-10 
years. Shown are responses for % of “yes” categorized into 3 combined age groups. Younger respondents considered most 
of the problems to be issues. 

0%

20%

40%

60%

80%

100%

120%

%
 o

f Y
es

 R
es

po
ns

es

7-18

19-25

26 and older

Figure 5. The younger age groups were more optimistic about 
solving majority of issues in the near future, 2-10 years. Shown are 
responses for % of “yes” categorized into 3 combined age groups. 
Younger respondents considered most of the problems to be issues.

  
 

 
 
 
Figure 6. The younger age groups were more optimistic about solving majority of issues in the long term, 10-50 
years. Shown are response for % of “yes” categorized into 3 combined age groups. Younger respondents considered most 
of the problems to be issues. 
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Figure 6. The younger age groups were more optimistic about 
solving majority of issues in the long term, 10-50 years. Shown are 
response for % of “yes” categorized into 3 combined age groups. 
Younger respondents considered most of the problems to be issues.
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Overall, the results supported our hypothesis. This survey did 
not attempt to understand why children are more optimistic 
than adults, but we clearly saw a correlation with younger age 
and positive outlook. A possible explanation of why children 
are more optimistic than adults may center around education, 
awareness, and understanding of the topics at hand. Perhaps 
the fact that students do not know in detail about certain 
issues is the reason why they are optimistic about solving 
them. 

 An important factor to consider is how often respondents 
read or watch news. In the USA, children on the average 
watch more than 20 hours of TV per week, adults watch 35.5 
hours per week, and older adults watch around 50 hours per 
week (53). It is unclear how many hours are spent on news or 
educational programs versus recreational shows. However, 
one study found that most broadcasting stations (59%) offered 
only the minimum of 3 hours per week of educational or 
informational programming and only 3% of stations offer more 
than 4 hours (54). Three-quarters of stations confined all their 
educational and informational programming to weekends, 
and more than a quarter of programs were rated as high in 
physical or social aggression (54). Probably, TV contributes 
very little to children’s awareness on topics presented in the 
survey.   
 In terms of magazine readership, the age of average 
reader is increasing. Many magazines report that the average 
age of their reader is higher than that of the general adult 
population’s (55, 56). Based on research, in the past a 
newspaper audience has been more educated, affluent, and 
older than non-newspaper readers, but as digital media has 
gained in prominence, electronic newspapers attract younger 
readers (57). Nowadays, younger adults now account for a 
greater percentage of electronic readers. Readers in the 21 
to 34 age group make up 25% of the U.S. population and 
represent 24% of the total monthly electronic newspaper 
readership (57). Digital distribution of well-established 
magazines, journal, newspapers has allowed to reach adults 
of all ages, but not necessarily school-aged children in 
elementary through high school level.
 Exposure to current news, events, and social media 

may influence whether respondents are aware of a certain 
topic and how they feel about it. Social trends and political 
pressures may also shape a person’s view and influence their 
perspective. 
 Other elements that may impact outlook are cultural and 
family upbringing, urban versus rural setting, or personal 
character and convictions. None of these were examined in 
this study. The question whether respondents considered 
themselves a pessimist, optimist, realist, programmatic, or 
a whiner is not a sufficient, nor reliable marker of accurate 
self-reflection and may not fully assesses the person’s daily 
outlook and convictions. A new study would need to be 
conducted to better understand what influences and drives 
outlook and perspective on a given topic.
 An interesting element of this study was the possibility of 
tracking at what age people start to learn and be concerned 
about certain topics. Even though our study did not examine 
educational background behind each issue, we were still able 
to show a correlation between age and positive-negative 
outlook. A longitudinal study may be a more appropriate way 
to assess topic awareness and may have a better capacity to 
gauge explanation of a perspective. In addition, such a study 
may help to identify gaps in the educational system and help 
to augment what is being taught in schools. It is important for 
students to be aware of current problems the world faces so 
that the next generation of leaders are better educated and 
better equipped to develop proper solutions.
 Moreover, it would be interesting to learn if the same adults 
who are now pessimistic about the issues had a different view 
when they were younger. People appear to be more optimistic 
when they are young. Children see endless possibilities and 
stagnation seems an eternity away. But then the years pass 
and life proves to be difficult. With age, adults become jaded 
and gradually lose their sense of optimism. This condition is 
reflected in our study and it does seem that with age positive 
outlook slowly degrades. Research indicated that older 
people process negative information less deeply then they 
do positive information. Perhaps one explanation is that with 
age people become desensitized towards negative news. 
When they are younger, they process negative information 
deeper (58). In the future, we would like to determine whether 
adults who are pessimistic were more optimistic when they 
were children and whether personal experiences acquired 
with age and broader awareness of how things work result 
in a more negative impression of the world. We would like 
to also understand whether the children of today turn into 
adults with opinions similar to those of adults of today. Again, 
several limitations were noticed as possible shortcomings in 
interpreting the presented data and may be better answered 
via a longitudinal study.
 During data analysis, other deficiencies became 
apparent. Some unintentional bias might have been 
introduced by using terms such as ‘crisis’ and ‘apocalypse’. 
These terms might have encouraged participants to pick 
a more pessimistic response. These questions should be 

  
 
  
 
 

 
 
 
Figure 7. The 7 to 18 age group is the most optimistic. Represented is optimism across combined age groups. Shown are 
percentages of issues that 65% or more of respondents in the age group believed could be solved in the near or remote 
future.  
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rephrased in future studies. Another limitation of the study was 
unclear assessment of whether respondents are optimists 
or pessimists in their daily lives. A scenario with several 
potential outcomes to choose from, ranging from optimistic to 
pessimistic, would asses a person’s outlook more accurately 
than relying on background information or self-description. 
We did not use Likert Scale since we did not think that it would 
provide any additional details for the general questions about 
the future that were used in the survey. However, in another 
study such a scale may help to better understand variation in 
outlook and general perspective.  Respondents also had 
an opportunity to express and elaborate on their opinion. 
Many children noted that most of the issues could be solved 
with the use of technology, communication, and cooperation. 
Some children said that if society worked together, it could 
accomplish anything. One middle school student stated: 
“With kindness and improved technology, we can solve most 
problems.” Another wrote that “people can talk and solve 
problems because they are mostly good and reasonable.” 
The belief in the goodness of human spirit was common 
among children.
 There were, however, some noteworthy exceptions 
among the younger group. Some children were clearly less 
optimistic about the future. Their opinion was like that of the 
adults, as they also stated that many people are corrupt and 
greedy. They believe that our country is setup with greedy and 
selfish intensions and may be difficult to repair. They noted 
that 50 years is a lot of time, but still not enough to “fix it”. 
Some children understand that our planet is being destroyed 
by humans, and it is difficult to control greed and desire 
for power. It is possible that their opinion might have been 
influenced by the views of their parents and other adults. It is 
also equally possible that such a negative opinion might be 
original and may reflect actual sentiments of those children. 
Research indicated that half of the GenZers questioned 
agreed that voting is important and even though most are 
too young to vote, they are interested in social issues at 
much younger age than many generations before them (59). 
Many of them are divided on issues such as healthcare and 
trustworthiness of government officials, but majority has 
a hopeful outlook and believes in attaining the “American 
Dream” (59).
 Adults were less optimistic and had a more realistic 
view of the world and people around them. One response 
summarized well the general perspective of many adults: 
“People are greedy and power hungry. Their nature won’t 
change. Problems will persist.” Most adults believe that the 
government is corrupt and greedy. Many stated that people 
are mostly evil, and wars cannot be prevented because they 
stem from human nature. Many adults pointed out that political 
corruption is not only the root cause of so many problems, but 
also will prevent them from being solved in the future.
 However, there were exceptions among adults as well. 
A few adults believed that problems could be solved due 
to the extraordinary advancement of human technology, 

cooperation, belief in the common good, and reforms in 
the government which include the elimination of political 
corruption.
 The results of this study clearly demonstrate that children 
are much more optimistic than adults. Perhaps adults can 
learn from children to be more hopeful. Perhaps children 
could learn from adults and from their experiences to be more 
pragmatic in addressing world issues. Understanding the 
relationship between optimism, experience, and pragmatic 
thinking, may be a key to addressing many concerning issues 
and building strategies to solve them.

MATERIALS AND METHODS
 This survey was designed using multiple choice questions 
to assess demographic characteristics of the participants 
and their opinions about different world issues. Additionally, 
there was one open response question giving respondents an 
opportunity to discuss their opinion in more detail. 
 The study was approved by Andover public school 
administration committee. An appropriate Scientific Review 
Committee (SRC) form was obtained and approved.
 Respondents were approached in public places such 
as the Senior Center, the Youth Center, local stores, streets, 
and private houses. The survey was anonymous and did not 
capture respondents’ name and contact information.
 Results were analyzed using free, open-source PSPP 
statistical software. Correlations were evaluated using chi-
square method. The data were further analyzed in the free, 
open-source LibreOffice Calc application.
 The number of respondents was 143. Respondents were 
not limited by residency in a specific town, only to the state 
of Massachusetts. To determine if the results of the survey 
matched the population of a typical mid-size town, highest 
margin of error was calculated for different confidence levels 
across all of the reported data. The margin of error (MOE) 
was calculated according to the formula:
 This calculation allowed us to determine if the amount 
of people surveyed was enough to be confident about the 
accuracy of the data collected. If we assume that a typical 
mid-size town has a population of around 30,000, the margins 
of error for the confidence levels of 90%, 95% and 99% are 
±6.9%, ±8.2%, and ± 10.7% respectively.
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formula underlying this ocean acidification phenomenon is:
CO2 + H2O → H+ + HCO3

-
 (2)

One way to quantify this phenomenon is by measuring a 
solution’s pH, a value that represents its acidity or basicity. 
Therefore, as more carbon dioxide gas is absorbed into 
the ocean, levels of hydrogen ions will increase, leading to 
decreased oceanic pH levels. The current pH level of the 
ocean surface has been measured at pH 8.1, which is slightly 
basic (1). According to the National Oceanic and Atmospheric 
Administration, “the pH of surface ocean waters has fallen by 
0.1 pH units [since the Industrial Revolution]” (3). This may 
not seem significant but, because the pH scale is logarithmic, 
a 0.1 pH unit drop is equivalent to a 30% increase in acidity. 
My experiment explored the behavior of a specific species of 
diatom when grown in medium of the ocean’s original surface 
pH (pH 8.2), in a more acidic environment with pH 7.5, and at 
a much more acidic medium at pH 7.0. These pH levels were 
chosen to represent the steady decline of ocean pH levels 
following the Industrial Revolution, as our control condition 
was set to the pH level of the sea before that point in history.

Diatoms are unicellular microalgae that are abundant in 
freshwater and seawater environments. Increased acidity 
may contribute to the breakdown of diatoms’ internal cellular 
structures (4). However, other studies have found opposite 
results with different species of marine diatoms (5). Lower 
pH levels could be beneficial to the growth of marine 
diatoms, indicating that these microorganisms could be 
acidophilic, or able to grow in environments of high acidity 
(5). Rapid increases in algae populations may lead to algal 
blooms, which have the capability to decimate entire aquatic 
ecosystems. When toxin-producing algae multiply rapidly and 
then die, they starve the water column of oxygen; their remains 
are decomposed by bacteria, which depletes the dissolved 
oxygen present in marine environments (6). Fish and other 
organisms in the water die from anoxia and lack of sunlight. 
Poisoned seafood can send people to the hospital or even 
be fatal (7). The effects that increased acidity may have on 
these microorganisms in the Monterey Bay National Marine 
Sanctuary (MBNMS) could be catastrophic. The MBNMS, 
stretching from San Francisco to Cambria on the California 
coast, is the largest federally protected underwater sanctuary 
in the United States. It is home to hundreds of diverse and 
endangered species that are indigenous to this portion of 
the Pacific Ocean (8). A decrease in the health of the marine 
diatoms present in the MBNMS could reflect the poor health 
of diatoms globally which, given that diatoms are responsible 

INTRODUCTION
Climate change is a multifaceted issue that is the result of 

the burning of fossil fuels (1). Greenhouse gases are released 
when fossil fuels are used as an energy source; these gases, 
specifically carbon dioxide (CO2), absorb heat from solar 
radiation and reflect it back to Earth’s surface. The Industrial 
Revolution led to the creation of many large-scale factories 
that emit excess carbon dioxide gas, along with other fossil 
fuels, to provide energy to their businesses. The potentially 
detrimental effects carbon dioxide may have on the pH levels 
of the world’s oceans has become a highly contested topic 
in recent years in conjunction with raising concerns about 
climate change in general (1). An estimated 30% of CO2 in the 
atmosphere is absorbed by the ocean and reacts with water 
(H2O) to form carbonic acid (H2CO3) (1, 2), which then breaks 
down into hydrogen and bicarbonate ions. The chemical 

SUMMARY
Ocean pH levels have been dropping since the 
Industrial Revolution due to increased carbon dioxide 
gas (CO2) in the atmosphere. When CO2 is absorbed 
by the ocean, hydrogen ions are released, resulting in 
a decrease in pH. Dangerous levels of carbonic acid 
in the ocean ecosystem as a result of CO2 absorption 
may have an effect on the health of marine algae, such 
as diatoms. Marine diatoms account for an estimated 
20% of oxygen production in the atmosphere and are 
essential to the aquatic food chain. I hypothesized 
that increased ocean acidity would decrease the 
photosynthetic ability of Chaetoceros gracilis, a 
diatom prolific in Monterey Bay, because of the 
usually corrosive effects of carbonic acid on both 
seashells and cells’ internal structures. I altered 
pH of algae environments and measured the 
photosynthetic ability of diatoms over four days by 
spectrophotometer. Surprisingly, a decrease in pH 
improved the photosynthetic ability of C. gracilis, but 
only within a specific pH range. The diatoms grown in 
pH 7.5 medium had the highest average absorbance 
value; therefore, this pH value is a “sweet spot” that 
optimizes the growth of this species of diatom. These 
findings indicate that C. gracilis may become more 
abundant in Monterey Bay as the pH of the ocean 
continues to drop, potentially contributing to harmful 
algal blooms.

Kelly Harvell, Jason Nicholson
Monterey High School, Monterey, California

Effects of ocean acidification on the photosynthetic 
ability of Chaetoceros gracilis in the Monterey Bay

ArticleArticle
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for generating 20% of the oxygen in Earth’s atmosphere, 
would catastrophically affect oxygen levels around the world 
(9).

Limited research has been done specifically on the effects 
of decreased pH levels on the photosynthetic ability of marine 
diatoms. The ramifications of ocean acidification on these 
microorganisms could also vary from species to species 
because of the differences in individual characteristics 
across the thousands of species of diatoms in the oceans. 
The diatom species Chaetoceros gracilis was the focus of 
this experiment because its genus, Chaetoceros, is prolific in 
the Monterey Bay, as observed by an ongoing University of 
California, Santa Cruz study funded by the California Harmful 
Algal Bloom Monitoring and Alert Program, or CalHABMAP 
(10). The sheer diversity of diatom species makes it incredibly 
difficult for scientists to observe each one’s behavior and 
characteristics; C. gracilis, for example, is only distinguishable 
by its long, narrow shape and spindles (11). One cannot 
make an educated assumption about C. gracilis’s reaction 
to a change in the pH of its medium because of the lack of 
research done on this species.

I hypothesized that a decrease in the pH of media 
containing C. gracilis would cause a decrease in the 
photosynthetic ability of the diatom. Diatoms exposed to 
a higher pH (less acidic) will be able to photosynthesize 
more efficiently than diatoms exposed to a lower pH (more 
acidic). Using a spectrophotometer, I measured the amount 
of light the diatoms grown at different pH values absorbed 
in relation to their photosynthetic ability. The more light the 
MBNMS samples retained, the more efficiently the assayed 
diatoms were able to photosynthesize. This data can be 
used to plot the photosynthetic ability of the samples over 
time. It was found that, over the experimental timeframe, C. 
gracilis diatoms performed photosynthesis most efficiently at 
a range from pH 8.2 to pH 7.5. As pH falls past pH 7.5, the 
photosynthetic ability of the diatoms decreases noticeably.

RESULTS
We used a spectrophotometer to measure the light 

absorbance of the MBNMS diatom samples, which were kept 
in three different pH environments and assayed twice daily 
for four days (Table 1, Figure 1). The spectrophotometer 
shot light through the specimens and measured absorbance 
values to quantify the photosynthetic ability of the samples 

(Table 2). The graph of the absorbance values with respect 
to time clearly displays an upward trend for each sample 
group (Figure 2). The photosynthetic ability of the diatoms 
in all samples increases over time, indicating exponential 
growth of the diatoms’ photosynthetic ability. The regression 
equations for each pH value are in exponential form:  y = a 
• bx, where “a” is the initial absorbance value, or y-intercept, 
and “b” is the change factor, or, in this case, the growth rate. 
This is representative of the growth dynamics of micro-algae. 
According to Baert’s FAO Fisheries Aquaculture Manual, 
cultures typically go through different stages of growth: “the lag 
or induction phase, the exponential phase, phase of declining 
growth rate, stationary phase, and death or ‘crash’ phase” (12). 
When our samples were delivered before experimentation, 
they had already been growing long enough to complete the 
lag phase. During the timeframe of my experiment, the algae 
were in the exponential phase, and therefore their growth 
can be tracked by an exponential regression equation. The 
diatoms were not cultured long enough to reach the other 

Figure 2. Absorbance Values Over Time. The experiment 
was performed over the course of 80 hours (four days), and the 
growth rate of each sample group was quantified by measuring the 
absorbance rate of each cuvette twice a day. For all sample groups, 
the absorbance values increased as time increased. Samples grown 
in medium of pH 8.2 are represented by the red exponential function 
with the regression equation y = 0.0560 • 10.3x. Samples grown in 
medium of pH 7.5 are represented by the blue exponential function 
with the regression equation y = 0.0937 • 1.03x.  Samples grown in 
medium of pH 7.0 are represented by the orange exponential function 
with the regression equation y = 0.0928 • 1.02x. The coefficient of 
determination values (R2) for diatoms in medium of pH 8.2, pH 7.5, 
and pH 7.0 are 0.8446, 0.9391, and 0.8841, respectively.

Figure 1. Chaetoceros gracilis from sample group cuvettes after 
4 days in the pH buffer/seawater mixture. A) C. gracilis diatoms in 
medium of pH 8.2. B) C. gracilis diatoms in medium of pH 7.5. C) C. 
gracilis diatoms in medium of pH 7.0. Images taken at 400X.

Table 1. Components in Sample Groups and Blanks. Amounts 
of each component—distilled water, seawater, pH buffer powder, 
and Chaetoceros gracilis algae—added to the sample group and 
reference blank test tubes.
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three phases characteristic of algae growth.
At the end of the four-day experiment, absorbance 

values taken from the two daily time points at each pH value 
were averaged and used to compare photosynthetic ability 
across samples (Figure 3). This value represented how the 
algae grew and increased their surface area to absorb light 
energy. This simplification was used as a supplement to the 
exponential functions for data analysis. Diatoms grown at a 
pH of 7.5 had a 35.13% greater average absorbance value 
than those at pH 7.0 and a 42.36% greater average than 

those at pH 8.2. Samples grown at pH 7.0 had a 5.35% higher 
absorbance average than those grown at pH 8.2 (Figure 3). 
However, the average absorbance value for each pH level is 
not definitive due to the fact that it does not account for the 
growth rate of the diatoms over time. To further the accuracy 
of the data, the exponential regression graphs and equations 
were also taken into account.

The regression equations for each pH level were derived 
by plotting the absorbance values for each individual cuvette 
sample at the various pH levels on an absorbance-time 
graph. The equations represented the relationship between 
the absorbance values and time; the graph showed an 
exponential growth trend. A regression equation was fitted 
to the plotted points using Desmos graphing software for 
each pH value. The regression equations were very accurate 
according to their  values, or coefficients of determination 
(Figure 2). A value greater than 0.8 indicates a strong 
correlation between the independent variable (time) and 
dependent variable (absorbance values). The coefficients 
of determination for samples in mediums of pH 8.2, pH 7.5, 
and pH 7.0 were 0.8446, 0.9391, and 0.8841, respectively. 
Therefore, the regression equations of the different pH levels 
fit the data well.

While the average absorbance value for diatoms in 
medium of pH 7.0 was greater than the overall average for 
algae grown in medium of pH 8.2, the growth rate (b) for 
those in pH 8.2 was greater than that of those in pH 7.0. This 
indicates that diatoms in pH 8.2 performed photosynthesis at 
a faster rate than diatoms at pH 7.0. This is represented by 
the crossing of the diatom growth rates in pH 8.2 and pH 7.0 
cross at approximately hour 67 (Figure 2). At that point, the 
absorbance values of the samples in pH 8.2 become greater 
than those of the pH 7.0 samples (Table 2).

The algae samples grown in medium of pH 7.5 were 
determined to be the best-performing group due to their 

Table 2. Absorbance Values for each Sample Group. Twice a day 
for four days, the absorbance values for each sample group were 
measured by spectrophotometer. Reference blanks were used to 
calibrate the spectrophotometer. Three cuvettes for each sample 
group were compared with their respective blanks. The table shows 
the exact absorbance values measured for each sample group on 
each day, as well as the total average absorbance value for each 
sample group across all days.

Figure 3. Average Absorbance Values. For each sample group, 
the absorbance values across all days were averaged to determine 
the average absorbance value for each of the three different pH 
levels. The error bars for each pH value represent the standard 
deviation of the data set.
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high growth rate and high average absorbance; they had a 
relatively modest initial value (a) and a high growth rate (b) 
(Figure 2). Diatoms in pH 8.2 had the same growth rate as 
those in pH 7.5, indicating that both sample groups performed 
photosynthesis at roughly the same rate. Nonetheless, 
samples grown in pH 7.5 had the highest average absorbance 
of all sample groups.

DISCUSSION
The data observed indicate that a decrease in the 

pH of media containing Chaetoceros gracilis will cause 
a decrease in the photosynthetic ability of the diatoms. 
According to my experiment, a decrease in the pH of medium 
(equivalent to an increase in acidity) can result in C. gracilis 
performing photosynthesis more efficiently. However, there 
is a specific range within which this species of diatom 
photosynthesizes most effectively. Diatoms in a medium of 
pH 7.5 photosynthesized more effectively than those at pH 7.0 
(Figure 2). While samples at pH 8.2 and pH 7.5 had the same 
growth rate, those at pH 7.5 had a greater overall average 
absorbance (Figure 3).

C. gracilis appeared to perform photosynthesis well at 
a range from pH 8.2 to pH 7.5. As the pH drops below 7.5, 
the photosynthetic ability of the diatoms greatly decreases. 
Current surface ocean water is measured to be at pH 8.1, 
indicating that C. gracilis may not be currently performing 
photosynthesis at its peak potential (1). As the hydrogen ion 
concentration in the world’s oceans continues to rise, the 
photosynthetic efficiency of the marine diatom C. gracilis may 
increase, boosting the population of marine algae present in 
the Monterey Bay National Marine Sanctuary.

The results of this study reveal that ocean acidification 
is potentially causing rapid algae growth, or “algal blooms.” 
Algal blooms have severe negative impacts on the marine 
ecosystem, and unanticipated algal blooms could wreak 
havoc on the Monterey Bay National Marine Sanctuary if 
measures are not taken to decrease the effects of ocean 
acidification.

The effects of ocean acidification on the MBNMS are 
being tracked by the Monterey Bay Aquarium Research 
Institute (MBARI). They found that oceanic pH, an indicator 
of acidity, has decreased over the last 20 years in Monterey 
Bay, which correlates with trends in global ocean pH (13). The 
results seen in this experiment are an indication that these 
diatoms may not only prosper in seawater of lower pH in 
the MBNMS, but also in oceans across the Earth, given the 
global similarities in acidity change.

Throughout the experiment, some unavoidable potential 
errors were encountered due to the scope of the study and 
the materials used. There is the possibility that the ingredients 
present in the pH buffer powder may have inadvertently acted 
as a nutrient agent for the diatoms. It is unlikely, however, 
that the pH buffer had a significant impact, as it was created 
specifically for marine environments. The algae colonies 
were ordered from a science supply company, Carolina 

Biological Supply, so their initial health was dependent on the 
company’s quality.

Each of the samples’ initial absorbance value at hour 
0 was slightly different; ideally, they would all be exactly 
the same. When the samples were received, they likely 
were not measured out by cell count, but rather by volume. 
This insignificant difference in cell quantity is likely what 
determined the initial absorbance value of the diatoms. The 
average absorbance values of diatoms in mediums of pH 8.2 
and pH 7.5 may have been closer if this flaw did not exist in 
the experiment.

This project can be expanded upon by exploring the 
effects of pH changes on different species of diatoms in 
the Monterey Bay National Marine Sanctuary or in different 
oceanic regions altogether. Additionally, measuring the 
diatoms’ response to increased acidity over a longer period 
of time could be performed to expand our understanding of 
the long-term effects of ocean acidification. Studying media 
containing diatoms with even lower pH levels could provide 
insight into what may occur if the current trend of increasing 
carbon dioxide emissions continues. Future studies should 
focus on long-term effects of pH level changes on different 
species of diatoms to better understand the phenomenon of 
ocean acidification and how it may be linked to algal blooms.

MATERIALS AND METHODS
Setup Process

Prior to experimentation, all test tubes were sterilized in 
an autoclave at 121°C for 15 minutes at 1.157 atm. In order 
to distinguish between the different pH levels of the samples, 
three test tube lids were labeled “pH 8.2,” “pH 7.5,” and “pH 
7.0.” The other three test tube lids were labeled “pH 8.2 B,” 
“pH 7.5 B,” and “pH 7.0 B” with the letter “B” representing the 
reference blanks. An incubation chamber used for culturing 
the diatoms was prepared by attaching a 12W LED white 
light strip to the top of a mylar-walled 46cm • 46cm • 56cm 
grow box using duct tape. The light was set on a timer for a 
12 hours light/dark cycle. The chamber was protected from 
external light sources to eliminate any effect they could have 
had on the growth of the diatoms.

Alteration of pH Levels
Before adjusting the acidity of the distilled water for the 

experiment, an electronic pH meter was calibrated with 
liquids of known pH (pH 4.01, pH 6.86, and pH 9.18). Buffers 
are solutions designed to maintain a specific pH value by 
selectively releasing or absorbing hydrogen ions and are 
useful when a constant pH is desired in scientific experiments 
(14). The amount of marine pH buffer in grams needed for 
1000 mL of distilled water was calculated for each sample 
group and reference blank (pH 8.2, pH 7.5, and pH 7.0) to 
generate solutions that (for the sample groups only), would 
result in the desired pH. The pH buffer’s instructions called 
for two teaspoons of pH powder to be added to 10 gallons 
of distilled water; this was converted to milliliters of distilled 
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water and grams of pH powder (2 teaspoons of pH buffer 
were measured on a scale to be 8.265 grams).

(10 gallons of distilled water) ÷ (2 teaspoons of pH buffer) = 
(37,854.1 mL of distilled water) ÷ (8.265 g of pH buffer)

(37,854.1 mL) ÷ (8.265 g) = 
(8.000 mL of total solution in each test tube) ÷  x

x = 0.001746 g (of pH buffer for 8 mL of total solution)

Using this information, the amount of pH buffer in grams 
needed for the sample groups (test tubes with pH 8.2, pH 7.5, 
and pH 7.0 labels) was calculated.

(2.000 mL of distilled water) ÷ (0.001746 g of pH buffer) = 
(1000 mL of distilled water) ÷ (y)

y = 0.8734 g (of pH buffer for 1000 mL of distilled water)

Next, the amount of pH buffer in grams needed for the 
reference blanks (test tubes with pH 8.2 B, pH 7.5 B, and pH 
7.0 B labels) was quantified.

(4.000 mL of distilled water) ÷ (0.001746 g of pH buffer) = 
(1000 mL of distilled water) ÷ (z)

z = 0.4367 g (of pH buffer for 1000 mL of distilled water)

Using the calculations above, the appropriate amount of 
pH 8.2 buffer was added to a volumetric flask and labeled 
“pH 8.2.” This step was repeated for all test tubes, and the 
appropriate amount of pH buffer was added to one of the 
volumetric flasks for each test tube (with respect to the pH 
level in Table 1). The flasks were labeled according to their 
pH value, just as this information was labeled on the test 
tubes. A magnetic stir bar was placed inside each volumetric 
flask, and the flasks were set on stir plates to mix for one hour.

Preparing the Samples and Blanks for Experimentation
Samples were prepared with two mL of saltwater medium 

and four mL of Chaetoceros gracilis marine diatoms in test 
tubes with pH 8.2, pH 7.5, and pH 7.0 labels. Next, four mL of 
saltwater medium was transferred into test tubes with pH 8.2 
B, pH 7.5 B, and pH 7.0 B labels. For test tube pH 8.2 B, four 
mL of distilled water with pH buffer was added to the test tube. 
This process was repeated for all reference blanks (test tubes 
pH 7.5 B and pH 7.0 B) using the distilled water and pH buffer 
mixture from volumetric flasks labeled with their respective 
pH value (pH 7.5 B and pH 7.0 B); this altered the pH of the 
solution in each test tube. For the sample groups (pH 8.2, 
pH 7.5, and pH 7.0), two mL of distilled water with pH buffer 
added was transferred from their respective volumetric flasks 
to the sample group test tubes. An electronic pH meter was 
used to measure the pH value of each test tube to ensure that 

the solutions were at the desired pH values as indicated in 
Table 1. Finally, rubber stoppers were used to seal each test 
tube, and the samples were mixed.

Preparing the Cuvettes for Measurement
Exactly 80 μL of the pH 8.2 mixture was pipetted into three 

100 μL cuvettes, and cuvette lids were labeled “pH 8.2.” This 
process was repeated for sample groups pH 7.5 and pH 7.0, 
and the lids of their cuvettes were labeled accordingly. For 
the reference blank pH 8.2 B, 80 μL of the test tube pH 8.2 
B mixture was transferred into one 100 μL cuvette and the 
cuvette lid labeled “pH 8.2 B.” The process was repeated for 
reference blanks pH 7.5 B and pH 7.0 B, with their cuvette lids 
being labeled accordingly.

Measuring Absorbance Values
A spectrophotometer is an instrument used to measure 

the amount of light absorbed or transmitted through a given 
sample. Absorbance is quantified by a spectrophotometer 
when a blank or reference solution is compared against a 
sample. The output value is a unitless measurement that 
is the logarithm of the intensity of the light passing through 
the reference cell divided by the intensity of the light passing 
through the sample cell, A = log10(Io÷I) (15). When algae 
photosynthesize, they absorb light from the sun to begin a 
chemical reaction that results in the production of glucose 
(C6H12O6) and oxygen (O2), shown in the chemical formula for 
photosynthesis:

6 CO2 + 6 H2O + light energy → C6H12O6 + 6 O2 (16).

Since absorbance is a measure of how much light is 
taken in by a given sample, this metric was used to evaluate 
the photosynthetic ability of C. gracilis, similar to methods 
employed by other studies in the field (17). The solution 
in each cuvette was mixed by pipetting the solution in and 
out once. The parameters (the desired 450 nm wavelength 
and absorbance setting) were inputted into a Genesys 10S 
UV-Vis Spectrophotometer. The three cuvettes labeled “pH 
8.2” for sample group pH 8.2 were inserted into slots 1, 2, 
and 3 of the 6-position cell holder. The reference blank pH 
8.2 B cuvette, labeled “pH 8.2 B,” was inserted into slot B 
(blank) of the 6-position cell holder. The absorbance test 
was run by the spectrophotometer for sample group pH 8.2 
with reference blank pH 8.2 B and the absorbance value for 
each cuvette was recorded into a scientific notebook (Table 
2). This process was repeated for sample group pH 7.5 with 
reference blank pH 7.5 B and then for sample group pH 7.0 
with reference blank pH 7.0 B. After the tests were completed, 
the cuvettes were transferred back into the grow box with 
their caps slightly ajar to allow airflow. The C. gracilis diatoms 
were left to grow over the course of the next four days (Figure 
1). These absorbance tests were repeated two times daily for 
the duration of the growth period at 7:00 AM (time 1) and 3:00 
PM (time 2) PST.
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be used to determine the critical parameters such as super-
cooling degree, nucleation temperature, freezing temperature, 
and phase-equilibrium duration (3-5). All of these parameters 
are closely related to the existing form of pore water, the 
driving force for water migration in frozen soils, and the 
characteristics of cryogenic structure during the soil freezing 
process (6). The knowledge of soil cooling curves and their 
characteristic parameters play an important role in all thermal 
analysis concerning soil freezing and/or thawing.
 In general, a typical soil cooling curve shows the sensible 
heat thermal storage stage, the latent heat release stage, 
the phase-change stage of free water and soil cooling stage 
without latent heat effects (Figure 1). When wet soil is cooled 
in an enclosed container, water in soil pores does not freeze 
at its freezing temperature (Tf) under atmospheric pressure 
condition. Instead, it is normally cooled below freezing 
temperature before ice nucleation takes place. At this time, the 
water in soil pores is called super-cooled water. Super-cooled 
water herein refers to a state of metastable liquid even though 
the water temperature is below its freezing temperature. The 
metastable state will end when ice nucleation occurs at 
nucleation temperature (Tn). At Tn, embryo nuclei form and 
grow to the critical sizes, and crystallization begins (7, 8). 
As a result of the release of the latent heat, temperature of 

Effects of coolant temperature on the characteristics of 
soil cooling curve 

SUMMARY
The cooling curves of soil are graphs that represent 
the variation of soil temperature with time when it is 
cooled. Knowledge of soil cooling curves and their 
characteristic parameters play an important role in 
most thermal analysis concerning soil freezing and/or 
thawing. Understanding the effect of environmental 
temperature on these parameters may help scientists 
better understand how frost heaves happen and 
how to predict the occurrence of frost heaves more 
accurately. For soils with identical type, water content, 
bulk density, and initial temperature, we believe 
that the freezing process and associated cooling 
characteristic parameters would be independent of the 
variation of external environmental temperature. To 
test this hypothesis, we carried out a series of freezing 
process experiments on soils with identical physical 
properties under different coolant temperature 
conditions. Here, the coolant temperature represents 
the magnitude of the environmental temperature. 
Our results indicate that the coolant temperature 
affects soil cooling curve profiles by changing the 
critical parameters of nucleation temperature, super-
cooling, and phase-transfer duration of water in soil 
pores. According to the magnitude of the coolant 
temperature, soil cooling curves can be categorized 
into three different types: a “regular” freezing process 
without or with a little super-cooling, a sudden and 
small rise in temperature after the super-cooling 
“dip”, and a permanent super-cooling of non-freezing 
process. We have shown that the freezing temperature 
of soils is not influenced by the variation of coolant 
temperature. 

INTRODUCTION
 Soil is a three-phase system consisting of solid particles, 
water, and air. The solid particles are small grains of different 
minerals and fragments of organic matter, which forms the 
skeleton of soils (1). The soil voids contain water and air in 
various proportions. To freeze soil is actually to freeze the 
water in soil pores. The previous research about water 
indicates that hot water often freezes faster than cold water 
(2). This means that the initial temperature will have an 
influence on water freezing speed. A cooling curve of soil 
is a temperature-time relationship graph that represents the 
phase transition of water in soil pores, typically from liquid 
to solid (1). Accurate cooling curve measurement data can 
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Figure 1. Typical soil cooling curve and its characteristic 
parameters. Tf represents the freezing temperature, where ice and 
water coexist inside the soil pores, and Tn represents the nucleation 
temperature, where embryo nuclei form and grow to the critical 
sizes, and pore water crystallization begins.
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the system rises to the value of Tf, the equilibrium freezing 
temperature (or freezing temperature), where all free water in 
soil pores will transfer into pore ice. Further extraction of heat 
leads to the decrease in temperature and successive freezing 
of the remaining unfrozen bound water. 
 In order to determine the threshold value of soil becoming 
frozen, most studies on properties of soil cooling curve are 
related to the freezing temperature of soils. For example, 
by applying the differential scanning calorimetry (DSC) 
technique, Kozlowski confirmed the strong dependency of 
the equilibrium freezing temperature (Tf) on the total water 
content and proved that freezing temperature could be 
expressed as a power function of the water content and the 
plastic limit (9). The State Key Lab of Frozen Soil Engineering 
in China observed that the freezing temperature decreased 
with increasing salt content and increased with increasing 
water content independent of the type of soil (10). Konrad 
and Morgenstern’s study showed that the increase of external 
pressure caused a freezing temperature depression (11). As 
far as other parameters of soil freezing process are concerned, 
there is still little information available. If soil samples have 
an identical soil type, water content, bulk density and initial 
temperature, we hypothesize that the variation of external 
environmental temperature has no effect on the soil freezing 
process and cooling characteristic parameters. To test this 
hypothesis, we tested the soil cooling process under different 
coolant temperatures and measured how soil temperature 
changed over time. In our study, we used the variation of the 
coolant temperature as the variation of external environmental 
temperature. Our results may shed light on the understanding 
of soil cooling processes and may provide information on how 
the characteristic parameters of soil cooling curves change 
with the variation of external environmental temperature, 
which may help to better understand the formation mechanism 
of cryogenic structure and to predict the frost developing in 
the cold region’s engineering. 

RESULTS
 We chose the temperature of coolant to match the 
environmental temperature where the frost-susceptible silty 
clay soil was frozen. According to the variation of atmospheric 
temperature in permafrost areas (-1°C to -30°C), the coolant 
temperature was set in this range with an interval of 4°C or 
5°C. However, considering the approximate range of soil 
freezing temperature and complexity of soil freezing under 
higher negative temperature between -1 and -4°C, within this 
temperature range, the coolant temperature was set with an 
increment of 0.5°C.

Cooling curves of freezing soil under different coolant 
temperatures
 First, we set the coolant temperature to -4, -6, -11, and 
-16°C, respectively, and measured the temperature-time 
curves of the tested soil samples (Figure 2A). Generally, 
the trends of the curves from our data were similar to data 
that has been previously found (Figure 1). All soil cooling 
curves have undergone the processes of super-cooling, 
latent heat release, and free water freezing. Their nucleation 
temperature and freezing temperature were -0.3°C and 
-2.9°C respectively, which did not seem to be influenced by 
the variation of coolant temperature.
 Then, we set the coolant temperature to a lower 
temperature such as -21, -25, and -30°C, respectively. We 
found that these cooling curve profiles (Figure 2B) differed 
from the typical soil cooling curve (Figure 1). Some cooling 
curves did not undergo super-cooling process, while some 
had a short super-cooling stage before the soil temperatures 
reached the corresponding coolant temperature (Figure 
2B). This phenomenon may be due to the effect of coolant 
temperature on the soil nucleation temperature. We also 
noticed that although the freezing temperature for all tested 
soil samples was -0.3°C, their nucleation temperature was 
different from each other (Figure 2B). For the soil immersed 
in the coolant with temperature of -30°C, the nucleation 

Figure 2: Cooling curves of freezing soil under different coolant temperature. (A) Soil temperature varied over time under the coolant 
temperature of -4, -5, -6, -11, and -16°C, respectively. (B) Soil temperature varied over time under the coolant temperature of -21, -25, and 
-30°C, respectively. (C) Soil temperature varied over time under the coolant temperature of -1.5, -2.0, -2.5, and -3.0°C, respectively. 
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temperature was close to its freezing temperature. 
 Lastly, we tested the temperature variation of soil in the 
coolant with a temperature close to or above the nucleation 
temperature, namely, in the range of -1.5 to -3°C (Figure 2C). 
We found that compared to the cooling curves obtained at 
lower coolant temperatures (Figure 2A and 2B), this group 
of cooling curve profiles were much more complicated 
(Figure 2C). Some temperature-time curves show the soil 
temperature had a stage of rapid increase, while some did 
not. More narrowly, when the coolant temperature was higher 
than the soil nucleation temperature obtained in Figure 2A, 
the soil temperature did not have a stage of rapid increase like 
what happened in the coolant with temperature lower than 
its nucleation temperature. This indicates that the moisture 
in soil pores will not be frozen even if the actual temperature 
of soil is lower than its freezing temperature (Figure 2C). So 
we cannot determine the freezing temperature of soil from 
this cooling curve. The moisture in soil pores are in a super-
cooled state, namely in a liquid state, forever as long as there 
is no other external interference.   

Effect of coolant temperature on nucleation temperature 
and super-cooling duration
 Generally, the water nucleation temperature is the 
temperature at which water starts to transfer from liquid to 
solid, namely, the ice nuclei begin to form at this temperature. 
On the cooling curves, it is the lowest temperature point in 
its super-cooling state (Figure 1). Super-cooling duration is 
the total time water is in the super-cooling state, which can 
be calculated by the difference between the time when the 
soil temperature first reaches its freezing temperature and 
the time when the nucleation occurs (Figure 1). However, for 
the soils cooled in the coolant temperature above -4°C, the 
state of the pore moisture will change with the variation of 
coolant temperature and is in an unstable state (Figure 2C). 
So, we could neither determine the nucleation temperature, 

nor the super-cooling duration. The following analysis on the 
effect of coolant temperature on super-cooling duration will 
only consider the experimental results obtained with coolant 
temperatures below -4°C (Figure 3 and 4). 
 For the soil immersed in the coolant with temperature 
range from -30°C to -11°C, the super-cooling duration and 
nucleation temperature depended on the magnitude of coolant 
temperature. With increasing coolant temperature, the super-
cooling duration increased gradually (Figure 4), whereas the 
temperatures of nucleation decreased sharply (Figure 3). 
However, for the soil cooled in the coolant with temperatures 
ranging from -11°C to -4°C, the super-cooling duration of soil 
pores water increased rapidly along with the increase of the 
coolant temperature (Figure 4), but there was no obvious 
variation in the magnitude of nucleation temperature (Figure 
3). This means that when the soil was cooled between -11°C 
to -4°C, the nucleation temperature of the pore water in soil 
was maintained at a constant value without influence from 
environmental temperature, and the super-cooling duration 
increased remarkably with the increase of the environmental 
temperature.

Effect of coolant temperature on soil freezing temperature 
and phase-transfer duration
 The freezing temperature of soil is defined as the 
phase transition temperature of water in soil pores, where 
liquid pore water changes to the pore ice. The relationship 
between the coolant temperature and the freezing 
temperature demonstrates that the freezing temperatures of 
the soil samples immersed in coolant with different negative 
temperatures were essentially equal; the mean value of the 
freezing temperature was -0.289°C with a corresponding 
standard deviation of 0.0309°C (Figure 5). This indicates that 
for certain types of soil with identical bulk density and water 
content, the changes of environmental temperature have no 

Figure 3: Nucleation temperature of soil at different coolant 
temperatures. Nucleation temperature (black squares) of soil 
across coolant temperatures. The red line shows the trend of 
nucleation temperature when the coolant temperature changes, 
which is obtained by fitting measured nucleation temperature.   

Figure 4: Super-cooling duration vs. coolant temperature. Small 
black squares represent the super-cooling duration of soil in the 
coolant with a certain temperature. The freezing temperature (Tf) is 
-0.3°C, the nucleation temperature (Tn) is -4°C, and the temperature 
of -16°C, below which the super-cooling duration decreases 
gradually. 
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influence on the freezing temperature.
 At freezing temperature, ice and water coexist inside the 
soil pores until the release of latent heat ends. The cooling 
curves of soil show that the temperatures of soils remain 
at freezing temperature for a long time and then gradually 
decrease with time (Figure 2A and 2B). Generally, we define 
the period from the time that the soil temperature reaches 
its freezing temperature to the time that the free water is 
completely frozen as the phase-transfer duration. The 
relationship between the coolant temperature and the phase-
transfer duration suggests that the duration of phase-transfer 
of water in soil pores increases with the increment of coolant 
temperature (Figure 6).

DISCUSSION
 The purpose of this study is to determine the influence of 
the environmental temperature on the cooling process of soils 
with identical physical properties. To do this, we carried out a 
series of soil cooling process experiments where we obtained 
the variation of soil temperature with time. Our results show 
that the environmental temperature influences the profile 
of soil cooling curves by impacting critical parameters in 
soil cooling curves such as nucleation temperature, super-
cooling duration, and freezing temperature. In order to better 
understand this effect, we analyzed the response of these 
parameters to variation in the environmental temperature. 
 From the analysis of the cooling curves of freezing soil 
under different coolant temperatures, we conclude that the 
profile of the soil cooling curve is affected by the magnitude of 
the environmental temperature even if the initial temperature 
and the physical properties of the soil are identical. This is 
different from our hypothesis. According to the magnitude of 
coolant temperature, the soil will experience three different 
types of cooling processes: a “regular” cooling process with 
or without a little super-cooling, a sudden rise in temperature 
after the super-cooling “dip”, and a permanent super-cooling 
of non-freezing process.

 Our results indicate that the magnitude of the coolant 
temperature has no effect on the soil freezing temperature, 
but it has a significant effect on the phase-transfer duration. 
With the increase of the coolant temperature, the phase-
transfer duration increases gradually. This phenomenon is 
mainly dependent on the relative magnitude between the 
release rate of latent heat of soil and the absorption rate 
of latent heat in the surrounding environment (5, 12). If the 
latent heat release rate equals the absorption rate, the soil 
temperature will equal the freezing temperature. If the latent 
heat release rate is less than the absorption rate, the soil 
temperature will gradually decrease with time until the end of 
latent heat release in soil. The end of the latent heat release 
also means that almost all free water in the soil pores will be 
frozen into pore ice.
 For soil samples with identical physical characteristics 
and initial temperature, when freezing under different 
environmental temperatures, their cryogenic structure might 
be different from each other. This difference will lead to a 
significant difference in soil frost heave (1). According to our 
research results about the effect of the coolant temperature 
on pore water nucleation temperature and super-cooling 

Figure 7: Schematic diagram of the experimental apparatus. 
The experimental set up included a (1) stainless-steel chamber, 
(2) isolated cooling tank, (3) aluminum sample cell and tested soil 
sample, (4) support, (5) data logger, (6) thermistor, (7) circulating 
coolant, and (8) stationary coolant.

Figure 6: Phase transfer duration of soil across coolant 
temperatures. The duration of phase-transfer of water in soil pore 
increases from 100 minutes to 1200 minutes with the increment of 
coolant temperature from -30°C to -4°C. 

Figure 5: Soil freezing temperature vs. coolant temperature. 
Small diamond blocks represent the measured soil freezing 
temperature when soil is freezing in the coolant with different 
negative temperature. The mean value of freezing temperatures is 
-0.289°C with a standard deviation of -0.0309°C. 
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duration, we hypothesize that the cryogenic structure and 
frost heavy of soils might relate to the pore water nucleation 
temperature and super-cooling duration. Therefore, in order 
to better predict the development of soil frost heave, we 
should investigate the cause of soil frost heave from the 
perspective of pore water nucleation temperature in future 
research studies. 

METHODS
Soil Samples
 The soil used in the freezing experiments was frost-
susceptible silty clay taken from the Qinghai-Tibet Plateau. 
The soil physical parameter of liquid limit and plastic limit 
was 23.5% and 11.5%, respectively. The water content of the 
tested samples was 19% and the dry density was 1.78 g/cm3. 
The grain size distribution is shown in Table 1. 

Experimental Apparatus 
 The experimental apparatus was composed of a stainless-
steel chamber, an isolated cooling tank, a thermistor, and a 
data logger. The stainless-steel chamber was a thermostatic 
chamber filled with circulating coolant (an alcohol-water 
solution). The temperature of coolant was controlled by 
a laboratory chiller with a precision of ±0.1°C. In order to 
alleviate the interference of vibration caused by coolant cycle 
on soil water nucleation, a small isolated cooling tank filled 
with the same kind of coolant was placed into the stainless-
steel chamber. The tank was made of aluminum with a wall 
thickness of 0.5 mm to ensure the coolant temperature inside 
tank reached the outside tank temperature quickly by heat 
exchange. At the same time, the temperature of the coolant 
in tank was monitored in real-time by a thermistor immersed 
in the liquid coolant. The soil sample cells were placed in the 
center of the tank (Figure 7).

Experimental Approach 
 As a preliminary preparation for the experiment, a series 
of saturated soil samples were prepared first. According 
to the pre-determined results about the tested soils, its 
saturated water content and dry density were 19% and 1.78g/
cm3, respectively. We then calculated the amount of dry soil 
and distilled water required in our experiments and prepared 
soil samples in saturated state based on those values. A 
total amount of 1200 g dry soil was put into a vessel with 240 
mL distilled water (a little more water was added because 
of evaporation loss) to achieve the required uniform water 
content of 19%. This moist soil was stored in an airtight 
container for about 24 hours to allow moisture uniformity. 
Then, we took out 55 g of moist soil and compacted it in three 
layers into an aluminum sample cell to form a saturated soil 
specimen (30 mm in diameter by 35 mm in depth). A thermistor 
with a precision of ±0.05°C was inserted into the tested soils 
before the aluminum sample cell was sealed hermetically. 
The thermistor was connected to a data logger to record the 
soil temperature variation during the process of soil cooling. 

We prepared 22 samples using this method. 
 To avoid the effect of different initial temperature on soil 
cooling process, we made all testing soil samples had an 
identical initial temperature. Therefore, all sample cells filled 
with saturated soil were put into a thermostatic chamber for 
at least 24 hours to make soil sample’s temperature equaled 
with the thermostatic chamber before the cooling process 
experiment began. The temperature of the thermostatic 
chamber was 15°C. 
 In order to measure the influence of environmental 
temperature on the soil cooling process, different environmental 
temperatures were applied to different soil samples to collect 
the soil temperature data during their cooling processes. 
In our investigation, the variation of coolant temperature 
represented the variation of environmental temperature 
for tested soil samples. Two identical soil samples were 
tested simultaneously for each coolant temperature to avoid 
contingency factors. Thus, when the coolant temperature in 
the stainless steel chamber arrived at a desired temperature, 
two soil samples were taken out from the thermostatic 
chamber and placed into the cooling tank promptly. The soil 
samples were cooled under a constant coolant temperature. 
Temperature variation over time was collected by the data 
logger simultaneously. Soil temperature data was collected 
every three seconds during the super-cooling to ice crystal 
growth stage and every ten minutes from the beginning and 
ending stage of soil freezing. 
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atoms due to the increase in mass from the extra neutron 
of the deuterium isotope. The denaturant induces the loss of 
the quaternary structure, tertiary structure, and secondary 
structure present in a protein’s native state, causing more and 
more of the labile hydrogens in the amide backbone to be 
exposed, increasing the ΔGHX (mass-to-charge ratio). ΔGHX 

helps define the change in mass that a peptide experiences 
after hydrogen-deuterium exchange has occurred for a set 
time interval. The longer the protein stays dissolved in the 
denaturant deuterium oxide solution, the more the protein will 
unfold, gradually increasing the overall mass of each peptide. 
Through the results of the hydrogen-deuterium exchange, 
we can note the degree of protection (Pstruc) which indicates 
the degree to which a protein has unfolded at that moment. 
In viewing the patterns of weight increases, we can observe 
which areas of the protein exchange faster and which 
exchange slower compared to other areas to determine the 
overall hydrogen-deuterium exchange rate.      

Hydrogen-deuterium exchange can be monitored either 
using nuclear magnetic resonance spectroscopy (NMR) or 
mass spectrometry, two methods widely used to observe 
proteins (3). Mass spectrometry is an analytical technique 
that ionizes chemical species and then sorts the respective 
ions based on their ΔGHX (mass-to-charge ratio); 1H Nuclear 
Magnetic Resonance or Proton Nuclear Magnetic Resonance 
(1H NMR) is the application of nuclear magnetic resonance 
to target hydrogen-1 nuclei in the molecules of an organic 
substance to determine their respective structures (4). 
One prominent difference between the 1H NMR and mass 
spectrometry is that 1H NMR helps to find the structure of a 
molecule whereas mass spectrometry helps distinguish the 
constituents of a molecule. The main area where 1H NMR is 
more capable than mass spectrometry is in the observation 
of denaturant-dependent reactions, when the D2O solution 
contains the denaturant guanidine hydrochloride (5). Also, 
NMR spectroscopy is quantitative and does not require extra 
steps for sample preparation (6). In this study, deuterium was 
used instead of tritium, hydrogen-1 hydrogen-4, hydrogen-6, 
and hydrogen-7 as they are all unstable, making them unfit 
for hydrogen exchange. However, 1H NMR is more expensive 
due to uniform isotopic labelling of 13C and 15N, which 
enhances the NMR sensitivity but also allows for site-specific 
interrogation of structures and intermolecular contacts (7); 

Efficacy of mass spectrometry versus 1H nuclear 
magnetic resonance with respect to denaturant 
dependent hydrogen-deuterium exchange in protein 
studies

SUMMARY
Understanding how proteins fold holds the key to 
many crucial advancements in the medical field, such 
as the treatment of chronic diseases. Measuring the 
rate of hydrogen-to-deuterium exchange for labile 
hydrogens within proteins exposed to deuterium 
oxide (D2O) can help elucidate the folding pathway 
of a protein. Mass spectrometry can be used to 
determine the extent of deuterium exchange by 
calculating ΔGHX (mass-to-charge ratio) values. These 
values were then compared the mass spectrometry 
results to previous exchange measurements taken by 
1H NMR to investigate if mass spectrometry can be 
a viable method for measuring hydrogen-deuterium 
exchange in proteins. Once all of the reactions at 
different time points (10 seconds to 172,800 seconds) 
were conducted in the mass spectrometer in a 1.5M 
guanidine hydrochloride and D2O solution, the plotted 
data resulted in sigmoidal curves which showed 
dissimilar exchange rates to the previously archived 
1H NMR data. After completion of the experiment, 
we concluded that further studies are necessary 
to draw a sound conclusion, as the field of study in 
which we tested solely 1.5M guanidine hydrochloride 
was too narrow. If reactions at other concentrations 
of guanidine hydrochloride yield the same exchange 
rates, denaturant-dependent hydrogen-deuterium 
exchange techniques can be applied in novel protein 
studies.         
INTRODUCTION

In protein folding research, what is the efficacy of mass 
spectrometry versus 1H nuclear magnetic resonance 
spectroscopy (1H NMR) in the study of protein folding 
pathways? 

Researching protein folding will lead to a better 
understanding of degenerative diseases caused by protein 
misfolding and improper aggregation such as Alzheimer’s, 
Parkinson’s, and Type II Diabetes (1). Even after many years of 
extensive research in protein folding, many laboratories around 
the world are still striving to find a plausible explanation as to 
how proteins fold. Linderstrøm-Lang’s hydrogen exchange 
methods now enable us to define the structure of protein 
folding in various situations (2). In essence, a protein stock is 
diluted in a solution of deuterium oxide (D2O). Then, the labile 
hydrogen atoms can be observed exchanging with deuterium 
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1H NMR requires more expertise to operate whereas a 
mass spectrometer can be used with minimal training;there 
are limits on the size of the observable protein with 1H 
NMR but a mass spectrometer can be used to view almost 
any protein. Due to their convenience, mass spectrometers 
are much more commonly used in laboratories around the 
world than 1H NMR. Furthermore, measuring hydrogen-
deuterium exchange by mass spectrometry can make the 
EX1 (bimodal isotopic distribution) and EX2 (unimodal 
isotopic distribution) behavioral difference clear, illustrating 
a significant advantage of using mass spectrometry (5). In 
order to draw on the vast benefits of mass spectrometry, we 
conducted research on denaturant-dependent hydrogen-
deuterium exchange reactions via mass spectrometry. Then, 
we drew a comparison between archived data of cytochrome 
c denaturant-dependent hydrogen-deuterium exchange via 
nuclear magnetic resonance and the current collected data 
of Cytochrome c denaturant dependent hydrogen-deuterium 
exchange via mass spectrometry.  

Cytochrome c was used in this study because of its crucial 
role in the body; it is vital for oxidative phosphorylation in 
mitochondria, and it plays an important role in the production 
of life-sustaining ATP by participating in electron transport 
(8). Furthermore, due to their structural similarity, both human 
Cytochrome c and equine Cytochrome c can be studied using 
the same techniques (9). Also, the ubiquitous nature and 
sequence of Cytochrome c as a 12 kDa protein with a 104 
amino acid peptide chain and a single heme group, allow for 
it to be used as a model protein for molecular evolution (8).

When all of the hydrogen-deuterium exchange runs at 
different time points are conducted in the mass spectrometer 

in a 1.5 M guanidine hydrochloride deuterium oxide solution, 
the ΔGHX values will be the same as those obtained from the 
archived 1H NMR data prior to this study.   

RESULTS
We determined the variables used in this study using 

information from both background research and pre-study 
trials. The independent variable was the timepoints for the 
various mass spectrometry hydrogen-deuterium exchange 
runs that ranged from 10 seconds to 172,800 seconds, or 
48 hours. The rationale for the 10-second time point came 
from the notion that completing the process of hydrogen-
deuterium exchange occurs with increasingly less precision 
under that time frame. By this point, it becomes necessary 
to use a stopped-flow kinetics machine, which was not 
used in this study. The rationale for the 48-hour time frame 
is derived from the notion that after dissolving Cytochrome 
c in the D2O solution, most of the protein’s peptides should 
have fully exchanged after 48 hours, reaching a point of 
saturated deuterium occupancy. The dependent variable was 
determined to be deuterium occupancy as a function of time. 
This value was then used to calculate ΔGHX (mass-to-charge 
ratio) values. The scientific controls were all-hydrogen runs in 
a 1.5 M guanidine hydrochloride deionized water solution and 
all-deuterium runs (48 hours of exchange to reach saturated 
deuterium occupancy) in a 1.5 M guanidine hydrochloride 
deuterium oxide solution.  

Initially, to determine the structure of the equine Cytochrome 
c and the concentration of guanidine hydrochloride needed as 
denaturant in the deuterium oxide solution, a titration plot was 
produced, which displayed the fluorescence readings from 

Figure 1: Circular Dichroism Readings. A Circular Dichroism (CD) experiment was performed to deduce the structure of equine Cytochrome 
c and the concentration of guanidine hydrochloride needed as denaturant in the deuterium oxide solution. The CD uses multiple automated 
titration mechanisms to induce changes in the concentration of guanidine hydrochloride and equine Cytochrome c to collect fluorescence 
readings. Green is the CD reading. x-axis numbering represents the concentration of guanidine hydrochloride. The y-axis numbering 
represents the fluorescence reading.
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the circular dichroism (Figure 1). As shown by the low values 
in the circular dichroism graph which then rise to a peak and 
then drop off, it is evident that Cytochrome c is dominated 
by alpha-helical secondary structure as opposed to beta-
pleated sheet secondary structure. From the CD study, 1.5 
M guanidine hydrochloride was selected as the denaturant 
concentration for the D2O solution.

As the study was conducted solely at 1.5 M guanidine 
hydrochloride, there was one main obstacle that prevented 
us from reaching the objective of the study. There was still not 
a lot of separation between the exchange rates of different 
larger scale openings caused by unfolding in the protein, 
Cytochrome c. 

The sigmoidal curves are different for the mass 
spectrometry data and the 1H NMR data suggesting different 
hydrogen-deuterium exchange rates and disproving the 
hypothesis. The sigmoidal curves were compared by looking 
at the slope of the sigmoidal curve and the overall general 
shape. If the hydrogen-deuterium exchange rates for the 1H 
NMR and mass spectrometry were the same, then they would 
reflect the same shape. For the collected data, there are 
significant differences in the hydrogen-deuterium exchange 
rates. Figure 4 shows the comparison between the mass 
spectrometry data and 1H NMR data for three randomly 
selected peptides. If the data collected from the MS-HX were 
similar to the data of the 1H NMR, further protein folding 
studies could use similar methods. However, as the size of 
the protein changes, components of the experiment such as 
the concentration of the denaturant need to be adapted

DISCUSSION

From the results of the circular dichroism, the structure 
of the studied protein can be identified. As shown by the low 
values in the circular dichroism graph which rise to a peak and 
then drop off, it is evident that Cytochrome c is dominated by 
alpha-helical secondary structure as opposed to beta-pleated 
sheet secondary structure.

The peptide coverage of the MS-HX was highly complete. 
This was due to the multiple trials done at each time point 
to ensure a set of data was available for a large number of 
peptides. Ensuring proper protein coverage was an important 
step, as collecting data for each peptide would allow for a 
reasonable comparison between the MS and 1H NMR data.

A wide range of time points were conducted for the MS-
HX runs in order to gain an idea of the full spectrum of the 
protein unfolding pathway. The lower end of the time point 
range was 10 seconds. This was the smallest time point 
because at time points lower than 10 seconds, a stopped-flow 
kinetics is required. The largest time point was 48 hours which 
was selected because there is almost complete hydrogen to 
deuterium exchange at that time.

The denaturant dependent hydrogen-deuterium exchange 
mass spectrometry method was finalized from pre-study 
trials and background research in order to prevent error in 
the collected data that was used to calculate the ΔGHX values 
and to ensure accuracy. From the calculations of the ΔGHX  

by the lab proprietary software ExMS, the data was shown in 
hundreds of ΔGHX by time (seconds) graphs. To prevent error, 
the graphed data was cancelled for back-exchange using an 
all deuterium run as shown in centroid average maps (Figure 
2). This data was compared to the NMR data, as the NMR 
data was previously collected and cross-checked through 
various other experiments. 

From the observations, the folding pathway of the protein 
can be deduced, including - which segments of the protein 
fold first, last, and which segments dominate the hydrogen-
deuterium exchange rate. For example, the slow rate of 
hydrogen exchange in a protein, relative to the exchange rate 
observed with simple peptides under the same experimental 
conditions is closely related to the conformation of the protein 
molecule in aqueous solution of denaturant and D2O(10). 

At 1.5 M guanidine hydrochloride, larger scale openings 
caused by unfolding in Cytochrome c dominate the hydrogen-
exchange rates of residues included in each opening 
segment, making it difficult to study smaller local openings in 
the protein. As the larger scale openings from the unfolding 
of the protein dominate the exchange rates, the hydrogen-
deuterium exchange rate was not similar to that of the 1H 
NMR. The exchange rate contributed to the EX2 behavior 
shown by the unimodal isotopic distribution slowly moving 
over to the right (Figure 3). 

Through the results of the denaturant-dependent hydrogen-
exchange reaction in the mass spectrometer, the degree of 
protection (Pstruc) was noted, which helped draw conclusions 
regarding the folding pathway of the equine Cytochrome c 
(5). The results also showed that in EX2 exchange (Figure 

Figure 2: Centroid Average Maps. Example of centroid average 
map MS-HX data of Peptide 67-82 +2 (+2 is the overall charge) 
corrected for back-exchange using an all-deuterium run. This means 
that the protein was in solution for 48 hours for full H-D exchange. 
The solution was kept in a dry bath at a constant temperature of 
45°C. This serves as a control for the all-hydrogen runs and the all-
deuterium runs to compare the data. The dotted black line is the 
estimated amount of deuterium isotopes that were taken up over a 
given HX time.
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Figure 3: MS-HX data. These samples of mass spectrometry hydrogen-deuterium exchange (MS-HX) data were collected from the time 
point runs done with Peptide 83-96 +1, Peptide 65-82 +2, and Peptide 95-104 +1 (+1 and +2 are the overall charges). The unimodal isotopic 
distributions represented at each timepoint for each peptide are shifting due to a positive increase in the ΔGHX (mass-to-charge ratio) as the 
time points also increase in duration, representing EX2 behavior. Y-axis numbering represents the mass-to-charge ratio.
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3), individual amino acids are not correlated. Thus, they will 
always show a unimodal isotopic distribution that moves 
from starting to ending conditions (hydrogen to deuterium or 
deuterium to hydrogen) with longer exchange times. 

The data collected using the mass spectrometer during 
the time point runs indicated that the hydrogen-to-deuterium 
exchange rates were not similar at 1.5 M guanidine 
hydrochloride when compared to the archived 1H NMR 
data disproving the hypothesis. Further testing with the 
same hypothesis but at a different guanidine hydrochloride 
concentration may provide more promising results. 

In order to elucidate further conclusions regarding the 
efficacy of hydrogen-deuterium exchange mass spectrometry 
in conjunction with denaturant-dependent reactions, further 
experiments are necessary. The spectrum of the study can 
be increased by gathering data at more time points to check 
for a better concentration of guanidine where the denaturant-
dependent hydrogen exchange can occur with similar 
exchange rates as 1H NMR. This can be done by simply 
changing the concentration of guanidine hydrochloride in the 
deuterium oxide solution and keeping the rest of the procedure 
the same. If further experimentation in denaturant-dependent 
hydrogen-deuterium exchange mass spectrometry methods 
yields the same ΔGHX values, this novel mass spectrometry 
technique can then be applied to other protein folding studies 
aiding in the research on chronic diseases. 

METHODS 
An AVIV Circular Dichroism Spectrometer Model 202 was 

used to deduce the structure of equine Cytochrome c. The 
CD used multiple automated titration mechanisms to induce 
changes in the concentration of guanidine hydrochloride and 
Cytochrome c to collect fluorescence readings (Figure 1). 
The protein stock sample in the cuvette was placed in the 
CD and 1.5 M guanidine hydrochloride solution was titrated 
in by the CD. This data enabled the visualization of the 
protein’s secondary structure, which allowed us to determine 
the approximate order in which each segment of the protein 
unfolds.   

The variables were determined using information from 
both background research and pre-runs. The independent 
variables consisted of the various guanidine hydrochloride 
concentrations in the pre-runs and timepoints for the various 
actual runs ranging from 10 seconds to 172,800 seconds, or 
48 hours. 

The mass spectrometer used was a Mass Spectrometer 
OrbiTrap XL. 1H nuclear magnetic resonance ΔGHX values 
were previously calculated from prior lab study data and 
the data from the mass spectrometry hydrogen-deuterium 
exchange were both calculated using the lab proprietary 
ExMS software. Then, the 1H NMR ΔGHX values and the 
mass spectrometry ΔGHX values were graphed on the same 
plot to compare the resulting approximate sigmoidal curves 
(Figure 4). Using the protection factor (Pstruc) derived from the 
deuterium occupancy, the ExMS program calculates ΔGHX 

which is also often reported in free energy units as ΔGHX = -RT 
ln (Kop): Where T is the temperature, R is the gas constant, 
and 1/Kop is the protection factor of the protein segment, with 
Kop as the structural opening rate that exposes the amide.   

For the mass spectrometer hydrogen-deuterium exchange 
(MS-HX) runs, two main 10 mL solutions were made. One 
consisted of Cytochrome c (pH 7) and the other was a D2O 
solution (pH 7) prepared with 1. 5 M guanidine hydrochloride 
as a denaturant. The concentration of guanidine hydrochloride 
deuterium oxide solution was checked with a refractometer. 
Before the actual run in the mass spectrometer, the protein 
solution samples consisting of 10 μL protein stock and 90 
μL D2O solution were mixed, and the hydrogen-deuterium 
exchange was allowed to occur for time intervals of 0 (all 
hydrogen run), 10, 15, 30, 45, 60, 240, 1200, 1800, 2700, 
3600, 7200, 10800, 21600, 64800, 86400, and 172800 
seconds. Multiple trials were conducted for each time interval 
in order to ensure full peptide coverage. The reaction was 
then quenched using 25 μL of diluted phosphoric acid, 
which lowered the pH to 2.5 in order to slow the hydrogen-
deuterium exchange reaction. The solution was injected 
into the lab-proprietary HPLC (High-Performance Liquid 
Chromatography) apparatus, wherein proteins were cut into 
peptides by a pepsin trap column and then sprayed into the 
mass spectrometer. The experiment was replicated three 

Figure 4: 1H NMR and MS-HX data comparison . A sample of 
the data from the mass spectrometer and the 1H NMR on the same 
graph for each peptide. The x-axis shows the time in seconds and 
the y-axis shows the mass/charge values. While the curves for 
the MS-HX data are relatively smooth, they do not align with the 
perfectly sigmoidal 1H NMR-HX data. The x-axis shows the time in 
seconds. The y-axis shows the mass-to-charge ratio. Legend: MS-
HX data is shown by ‘P’ and the charge is shown by ‘C’; 1H NMR 
data is shown by ‘NMR’ and the charge is shown by ‘C’. (Peptide 
1-10 +2, Peptide 22-36 +2, Peptide 22-36 +3).
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times for each time point. 
The resulting data from the mass spectrometer, which was 

collected in ExMS, was then cancelled for back-exchange 
(error) to ensure accuracy. If the reacting sample solution is 
kept at room temperature too long after mixing the deuterium 
solution with the protein solution or if the ambient temperature 
is below 0°C, there may be back exchange of deuterium 
atoms to hydrogen atoms. 
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ultimately leading to a misunderstanding of the relative 
diversity and ecology of insects and perhaps cause scientists 
to overlook potential patterns and inaccurate trends.

The state of California contains over 14,000 protected 
areas, administered by various public and non-profit 
organizations, in addition to various private conservation 
areas and easements. Although it is difficult to estimate the 
exact area of all protected land in California, the California 
Protected Area Database estimates protected land to 
comprise almost 47% of the state’s total area (3). State law 
protects these lands in order to preserve the biodiversity and 
maintain the landscape ecology of flora and fauna populations. 
As a result, these protected lands are ideal for conducting 
various types of research. In our study, we used malaise traps 
just inside and just outside one of these protected lands to 
collect flying insects that we then sorted, identified by order, 
and counted. Collaborators at Mount San Jacinto College 
(MSJC) used the same type of traps to collect and identify 
insects from a location approximately 11 miles southwest of 
our study location. In total, we identified nearly a thousand 
insects and to verify our identifications, we extracted, purified, 
and amplified the DNA of 150 insect specimens. We sent all 
specimens for this portion of the study to the University of 
Guelph to be barcoded for inclusion into the International 
Barcode of Life Database, as part of the 2016 international 
School Malaise Trap project. This database, maintained 
by the University of Guelph, is used worldwide to study the 
biodiversity genomics and identification of insects (10). 

Informed by previous literature, we hypothesized that the 
townes-style malaise trap is preferred for unbiased insect 
collection, as this trap involves a passive form of collection 
with minimal required maintenance (4, 5). Scientists 
commonly use townes-style malaise traps to assess the 
relative abundance and diversity of flying insects that are 
active in shrublands where there is a reasonable amount of 
shelter. This was most consistent with the specific protected 
reserve area chosen. Some research, however, suggests the 
shape, model, and size of the trap may contribute to varying 
data sets (6). Still, others question the very materials the trap 
is made of (7). We utilized the townes-style malaise traps to 
test our hypothesis that attractants bias the results of malaise 
trap research. Denatured ethanol was used as one of the 
independent variables, not only because ethanol anesthetizes 
and preserves the insects over the course of a week, but 
it minimizes the Lepidopteran from damage and sticking to 

Do attractants bias the results of malaise trap 
research?

SUMMARY
The study of biodiversity is crucial to the stability of 
the planet as it assists scientists with the knowledge 
and tools necessary to maintain a functional and 
sustainable environment. Previous research has 
utilized malaise traps to collect insects in order 
to study trends in biodiversity. However, malaise 
traps may have a potential for bias, depending 
on the type of attractant used, given that flies are 
attracted to rotting, fermented fruit. This study aims 
to test whether inadequate sampling occurs during 
the collection of flying insects. We hypothesized 
that attractants do bias the results of malaise trap 
research. The project was designed to test this 
hypothesis. We placed two identical traps in similar 
areas of the Southwestern Riverside County Multi-
Species Reserve near Western Center Academy. All 
variables were maintained across these traps, except 
for the type of attractant used (independent variable). 
Traps were placed three feet apart, both parallel to 
the prevailing wind in a homogeneously vegetated 
field. After one week, we counted and identified the 
insects down to order manually under a microscope 
and their genomes were sequenced. This process 
was repeated the following week. The data from the 
two traps were compared to each other and to a 
concurrent Mount San Jacinto Junior College study 
to test our hypothesis. Based on analysis of our data, 
we found our hypothesis to be supported by the data 
and there was indeed a bias when using denatured 
alcohol. 

INTRODUCTION
As the most abundant taxon in the animal kingdom, insects 

play a critical role in their communities, while both positively 
and negatively impacting our ecosystem. To illustrate, insects 
are pollinators, decomposers of organic matter, and significant 
sources of energy in the food chain. However, insects can 
also carry disease, harm crops and livestock, and damage 
landscapes (1). To investigate these impacts, researchers 
commonly use malaise traps to collect flying insects. Swedish 
entomologist, Rene Malaise, discovered in the 1930s that 
more flying insects were captured by using his tent than by 
using traditional netting. Malaise traps, resembling tents, are 
now the most effective and ubiquitous flying insect trap in the 
world (2). However, bias resulting from attractants used in 
malaise traps could create inadequate sampling in studies, 
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other insects. At the same time, the Vapona insecticide strips 
were used as the other independent variable in the dry trap. 
We decided to check on the traps daily since dry attractants 
do not preserve the specimens as well as the ethanol. 

RESULTS
In order to test our hypothesis that attractants bias the 

results of malaise trap research we collected insects in two 
identical malaise traps at a predetermined location inside 
the nature reserve, near the Western Center Academy 
(WCA) using a wet and dry attractant (Figure 1A). A similar 
collection was made during the same time period near the 
MSJC campus approximately 11 miles southwest of our 
location by an MSJC Honors Biology students research team 
(Figure 1B). The collections made at the Western Center 
Academy were specifically designed to test the hypothesis 
and to simultaneously participate in the School Malaise 
Trap program. The insects collected at MSJC verified that 
our traps worked properly and the expected number and 
variety of insects we anticipated were caught. We caught 
and counted mostly Diptera, which we believed would be the 
most abundant. We also caught Hymenoptera, Lepidoptera, 
Hemiptera, Coleoptera, Orthoptera, and Trichoptera The 
DNA of 150 insects collected from the WCA site were 
sequenced the first week. The results of the DNA sequences 
helped us to realize that an insect of the order Lepidoptera 
was misidentified as belonging to the order Trichoptera; we 
went back and corrected the data to reflect this. Our findings 
concluded a much greater population of insects (625%) had 
been caught with the wet denatured ethanol traps when 
compared to the dry Vapona traps. The greatest increase 
of insects, however, were those in the order Diptera. When 
compared to a dry anesthetic trap, insects of the order Diptera 
were caught an average of 1,024% more in both weeks one 
and two (Figure 2 & 3). The results appeared to show a clear 
bias in the population of insects caught when using either 
the denatured ethanol or Vapona. This data supports that 
there may be a bias based on the type of attractant used. 
Specifically, denatured ethanol traps may enrich for Diptera, 
as these insects normally feed on rotting fruits which produce 
alcohol. After a quantitative comparison of the findings, we 
concluded that our malaise traps research revealed that 
attractants do bias the results of malaise trap research. 

DISCUSSION 
We aimed to investigate whether attractants may bias 

the results of malaise trap research. Because no previous 
work in the field has addressed our hypothesis, we decided 
to make this question the focus of our research. We set up 
two malaise traps, with all variables identical, except for 
the type of attractant used (denatured ethanol or Vapona). 
We quantitatively measured and identified all the insects 
by morphology in order to place each of the insects into the 
appropriate Order. We verified our insect identifications via 
DNA barcodes. When we initially submitted our data, the 

barcode data revealed that we had misidentified one species 
of insects by hand, so we went back and corrected our mistake 
in order to ensure the data was correct. We clearly found a 
much larger number of Diptera caught in the denatured alcohol 
trap than in the Vapona trap, as well as many more insects 
overall. We compared our research data with that performed 
by Dr. Reeves and his MSJC team. In their project, they 
studied how human impact affects the genetics of specimens 
in high traffic areas as evidenced by gene flow, genetic drift, 
and other biodiversity trends. However, their study only used 
traps with denatured ethanol so it is conceivable that bias 
may have occurred in their collection. We used their data as 
additional verification to confirm that we collected very similar 
insects when using the same attractant.

The most difficult decision we made when setting up the 
malaise traps was finding their best placement for collection 
(8). We considered a diverse range of variables, including the 
insects’ flight line, outside day and night temperatures, wind 
direction and speed, and hours of direct sunlight (9). We also 
had to consider that the reserve management board did not 
want the trap visible from any roads. We were able to set up 
both our wet and dry traps in the identical spot for two weeks 
in September 2016 during a time and at a location where we 
felt there would be minimal negative environmental influences 
and we would get the best, most consistent collection. 

In addition, insects we collected had their DNA extracted, 
sequenced, and barcoded for possible inclusion in the 

Figure 1:  Experimental set up and location. (A) Photo of townes-
style malaise trap used and its location near Western Center Academy 
in the northeastern part of the Southwestern Riverside County Multi-
Species (SWRCMS) Reserve located west of Diamond Valley Lake. 
(B). Aerial map of northern portion of Southwest Riverside County 
Multi-Species Preserve located in Southern California. The locations 
are 11 miles from where the MSJC and WCA research teams placed 
their malaise traps. WCA set up their traps in an uninterrupted area 
of the reserve, while MSJC set their traps in a high-traffic area of the 
campus.
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International Barcode of Life Project database maintained 
by the University of Guelph in Ontario, Canada. This DNA 
barcode-based reference library is used worldwide by 
scientists to study the diversity and identification of insects 
internationally (10). This research made an important 
contribution to the International Barcode of Life project, as 
new and rare species were added to their DNA barcode 
library database. We sent 820 specimens to the University 
of Guelph. A summary of our data was compiled, and our 
sample ranked 35th in biodiversity out of 67 other research 
groups who contributed to the program (11).

The purpose of this study was to determine if attractants 
influence and bias collected data when looking at malaise 
traps and the type of attractant used. Based on our data 
analysis, we concluded that the denatured alcohol trap proved 
to entice far more insects, particularly those in the order 
Diptera. Thus, Diptera may be especially attracted to the trap 
for they are naturally attracted to fermented fruits. Our data 
suggests that the denatured alcohol trap tends to bias the 
results of malaise trap diversity research. This could call into 
question any diversity studies done with malaise traps. Our 
data supports our hypothesis that there is a bias when using 
denatured ethanol in malaise traps. 

METHODS
Malaise traps are made to resemble tents using the 

polyester fiber Terylene. This design allows insects to fly into 
the tent and get funneled into a collection jar which is located 
at the highest point. The collection jar uses a killing agent. We 
used both a wet (ethanol) and dry killing agent (Vapona) as 
the independent variables to test our hypothesis. We found 
that the agent ethanol tends to damage Lepidopteran but at 
the same time preserves them long enough for the purpose of 
our study. It is used during research primarily for the collection 
and preservation of flies (Diptera) and wasps (Hymenoptera). 
However, they can also be used to catch many other flying 
insects. Such traps are normally placed in predetermined 
locations for long periods of time, but they need to be checked 

daily or weekly depending on the type of killing agent used. 
Our malaise traps had two short walls, one middle wall, and 
a roof peaked on one end. The walls can vary in color and 
the roof is usually white. Poles are used to support the trap at 
each corner like a tent, and at the peak in front. Poles can be 
adjustable so that the sample jar may be raised or lowered to 
fit the specific circumference (8). 

We set up two identical townes-style malaise traps for our 
research. Both traps were 5-feet high at the highest peak in 
the front, 4-feet high in the back, 6-feet in length, and 3-feet 
in width. Our traps were placed three feet apart from each 
other to ensure that variables such as outside temperature, 
wind direction and speed, hours of direct sunlight, and path 
of insect flight line remained constant. The traps were placed 
parallel to the wind direction to make certain that one trap was 
not up-wind from the other. The capture principle of the wet 
and dry traps given the natural features of the environment 
were based on positioning the traps for maximum interception 
of the insects’ flight by means of a fabric barrier and 
subsequent positive phototropism by the flying insects. Since 
the intercepted insects are attracted by the sunlight at the top 
of the trap, they would subsequently hit the fabric barrier, be 
funneled upwards, and fall inside a collection jar with either 
attractant. The jar was removed while the malaise trap was 
left in place after the first week. During the first week, we 
checked the traps every day to confirm that the traps were all 
intact and not damaged or altered in any way by wind, birds, 
or animals that inhabit the preserve. We put new collection 
bottles for the second week, at which time we switched the 
independent variables just in case there was a difference 
in location. We noted that collections were similar for both 
weeks, so the external variable which could affect the results 
remained constant.

We found that denatured ethanol works best as it kills 
and preserves insects caught during the week. In addition, 
it keeps Lepidopteran scales that cover the wings, head, and 
parts of the abdomen from getting damaged or clinging to 
other insects in the collection bottle. Alternatively, a dry killing 

Figure 2: Distribution  of insects caught week 1.  Bars indicate 
type and number of insects caught in traps during week 1 of 
collections. Blue bars indicate insects caught by wet traps while 
orange bars indicate dry traps. 

Figure 3: Distribution of insects caught week 2.  Bars indicate 
type and number of insects caught in traps during week 2 of 
collections. Blue bars indicate insects caught with wet traps while 
orange bars indicate dry traps. 
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agent Vapona, was used in the collection jar of the second 
trap.

We hand sorted the collected insects in each jar using fine 
point precision forceps (Fisherbrand) and identified each one 
down to their order by using a dichotomous key provided by 
Dr. Reeves. Samples of each order of insects were mounted 
and labelled for display. This method was conducted by 
inserting the pin into a top hole on the 3-stair block making 
sure the tear drop paper is aligned with the hole. After this, 
a smudge of silicone gel (shellac) is pasted on the tear drop 
paper. Finally, a pair of tweezers was used to place the insect 
on its left side with its wings and antennae facing up. The pin 
was stabbed through the small blank paper and the identity 
was labeled. 

In the first week, we collected 484 insects in total. We 
counted the number of insects belonging to each order. The 
following week, we returned to the same spot, inserted a new 
collection bottle, and collected an additional 336 insects. 
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severe disability (7). About one in six children in the U.S. has 
a developmental disorder, some more than one. Scientists 
hypothesize that toxic chemicals in the environment can 
be taken in by the mother and may cause the child to have 
developmental or neurological issues ranging from learning 
problems to intense behavioral or emotional disorders. (6). 
Birth defects are physical derangements that occur before a 
baby is born. The cause of these diseases have been credited 
to infections, genetics, and certain environmental factors, 
like pesticides. Connections between these disease and 
pesticides have presented themselves in the past with people 
who would have constant exposure to pesticides. The best 
example that encompasses the three conditions being tested 
took place in 2005. Three women and their husbands lived 
and worked at a large farm that would have allowed constant
exposure to pesticides. The women each had kids, and 
all of them developed some sort of health deficits within 5 
years of birth. As they grew older, the adults all began to 
experience symptoms of neurodegenerative diseases, and it 
lead scientists to connect it back to their work life at the farm. 
Since then, research over pesticides has been much more 
concentrated on its affect towards humans then before.
	 This study aims to examine the short-term and long-term 
effects of pesticides on population size, motor function, and 
learning capabilities in Drosophila melanogaster. Drosophila 
are a species of fruit flies commonly used for scientific 
research. The genome of this species is 75% identical to the 
genome of humans, making Drosophila an effective model 
system for biological studies. In addition, this species is a 
viable model organism for transgenerational experiments, as
a single pair of flies can produce hundreds of offspring in a 
short period of time and both females and males become 
sexually mature within a week of becoming adults or ten days 
of life.
	 The pesticides used within the parameters of this project 
are atrazine, metolachlor, glyphosate, and chlorpyrifos. 
Atrazine and glyphosate are herbicides used primarily to 
manage corn crops, yet the risks induced by these chemicals 
caused them to be banned from use in certain parts of the 
world. Both of these, as well as the insecticide chlorpyrifos, are 
based off of phosphorous compounds, making them organic 
phosphorous compounds (organophosphates). Metolachlor, 
another common herbicides, is an organochlorine (based off 
of a chlorine compound). Each pesticide has been shown to 
cause a broad range of adverse effects. Short-term exposure 

Effects of common pesticides on population size, 
motor function, and learning capabilities in Drosophilia 
melanogaster

SUMMARY
In this study, we aim to examine the effects of 
commonly used pesticides on population size, motor 
function, and learning in Drosophila melanogaster. 
Specifically, we examined the effects of metolachlor, 
glyphosate, chlorpyrifos, and atrazine on Drosophila. 
Pesticides are toxins used to control pests and 
weeds in crops and in the past, have been connected 
to multiple health issues in those exposed. Overall, 
the results were collected using a negative geotaxis 
assay, aversive phototaxis assay, and a larval learning 
assay whose data was averaged. This project can be 
applied to the 1.8 billion people who are exposed to 
pesticides and assist in defining the connections in 
between pesticides and the tested diseases.

INTRODUCTION
	 Pesticides are products intended to kill or repel unwanted 
plants or animals. They can be categorized by their intended 
target; herbicides (weed killers), insecticides (bug killers), and
fungicides (fungus killers) are all types of pesticides. While 
they are commonly used in many settings around the world, 
farmers rely particularly heavily on pesticides to protect their 
crops from weeds and insects. However, a consequence 
of using pesticides is the fact that some of it is washed off 
the farm to surface water. This contaminated water may be 
toxic to animals that live in it, as well as to humans. Since the 
1940s, farmers have been forced to increase the strength of
pesticide treatments in order to effectively kill their targets. 
This occurs because of “pesticide treadmill,” a phenomenon 
in which plants or insects evolve immunity to a particular 
pesticide treatment conditions and farmers must employ more 
and more extreme measures to overcome this resistance. 
Ultimately, this results in higher concentrations of pesticides 
in surface water and more exposure by humans and other 
animals.
	 Pesticide exposure has been linked to cancer, 
reproductive harm, and health issues in children (2). Other 
recent studies have concluded that organophosphorus and 
organochlorine pesticides are linked to a variety of human 
diseases and disorders, including ADHD, Alzheimer’s disease, 
Parkinson’s disease, and birth defects (5). Neurodegenerative 
diseases affect the brain; many are fatal and have no cure. 
These illnesses complicate daily tasks, using medicine or 
surgery can help slow the progression, eventually causing 
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is generally associated with nausea and vomiting, while long-
term impacts may vary by pesticide. Organophosphates 
have been known to cause memory problems, while 
organochlorines target motor functions. We hypothesize 
that exposure to atrazine, metolachlor, glyphosate, and 
chlorpyrifos will have a negative effect on viability, motor 
function, and learning capabilities in Drosophila melanogaster. 
In this study, we will assess the effects of these pesticides on 
viability by measuring population size, motor function using 
the negative geotaxis assay, and learning with the aversive 
phototaxis suppression assay and the larval learning assay. 
The Drosophila will be tested and given the pesticides 
through means of ingestion and the control group will be the 
flies given normal food without any pesticides.

RESULTS
	 The Drosophila were fed their designated pesticide food 
for 14 days before the data was collected. The treatment 
groups were chlorpyrifos, atrazine, metolachlor, glyphosate, 
and the control group that was left untouched by pesticides. 
Ten Drosophila were assigned to each trial and ten trials of 
each assay and pesticides were conducted. Population size 
was monitored by counting the amount of Drosophila each 
day using carbon dioxide to anesthetize them.

Population size
	 Population size was monitored by counting the amount of 
adult Drosophila everyday during the 14-day span of testing. 
The population of Drosophila greatly decreased in both the 
metolachlor and glyphosate settings. On the final day, the 
amount of Drosophila remaining was compared to the starting 
population on the first day of testing, imposing the inference 
that these two pesticides had a greater effect towards the 
longevity of the Drosophila.

Motor function
	 We performed the negative geotaxis assay to measure 
the effect of pesticides on motor function in Drosophila. 
This test relies on the flies’ natural geotaxis instincts, which 
is to move upward without need for stimulation. After 10 
seconds, the amount of flies passed in the 8 cm line on the 
vial were counted to produce the results for each pesticide 
for decreased motor function. In the negative geotaxis assay, 
we found that flies treated with all of the tested pesticides 
demonstrated impaired motor function compared to 
untreated flies (see Figure 1). The flies that were exposed 
to metolachlor significantly showed less motor functions than 
the ones introduced atrazine. Unexpectedly, the flies exposed 
to the pesticides that were not previously researched had a 
lesser capability to climb the designated height, allowing 
the possibility to conclude that metolachlor, being the most 
unstudied and the one having the most effect, had a greater 
impact towards the flies’ motor functions.

Learning
	 The most important assay was the aversive phototaxis 
suppression assay, which tested whether the adult flies ability 
to retain information shortly learned before. This test watched 
for the flies not being able to hold information from the sugar 
reward test and using that information for a stimulant test. The 
results showed that their incapacity to retain information that 
was learned a short while before seemed to be very prevalent 
within the metolachlor variable assays described in Figure 2 
(p-value < .00001, calculated by a t-test). Without a doubt, the 
metolachlor had the heaviest impact on the adult Drosophila’s 
capability to remember information compared to the control.

Transgenerational effect
	 Lastly, the larval learning assay using a baiting technique 
in order to test flies in their larvae stage. This test measured for 
the larvae’s capacity to follow olfactory stimulants that would 

Figure 1: Effect of pesticide exposure on motor function. The 
negative geotaxis assay tested the motor function of adult 
Drosophila, measuring the effect on the neural synapse bridge by 
measuring motor function speed. This figure depicts metolachlor 
having a slower response time to the control variable, indicating a 
specific effect towards the nervous system of the Drosophila.
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Figure 2: Effect of pesticide exposure on ability to retain information. 
Age-synchronized Drosophila adults were put in a 3D T-maze (n 
= 10) and were trained using a rewards system to gear away from 
their normal stimuli. After the time passed, the number of flies in 
the correct stimuli were counted and the ones that “failed” were 
averaged. Drosophila exposed showed a significant drop into the 
successful results of chlorpyrifos and metolachlor (p-value < .00001.)
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normally be easily distinguished. After testing, it was found 
that the ones exposed to both metolachlor and chlorpyrifos 
both were greatly unable to follow the simple stimuli and go to 
the sugar reward (Figure 3), so it can be concluded that the 
metolachlor, which had a greater impact, showed the most 
harm towards the flies exposed (non-significant results for a p 
> 0.05). These results could suggest that atrazine caused the 
least effect towards the proceeding generations.

DISCUSSION
	 This project came to very unexpected results. Instead 
of being the most harmful as expected, the atrazine had 
the least impact compared to all the other pesticides while 
metolachlor had the most. The reason behind this could have 
been attributed to multiple factors, but the main one would 
have been the most crucial: while atrazine is the most deadly 
known, there are many other pesticides that haven’t been 
studied yet because of the amount in pesticides. But the 
biggest factor could be attributed that the toxicity of the other 
pesticides, such as metolachlor and glyphosate, in smaller 
amount has a greater toxicity that the large amount of the 
most common ones. Another potential factor could be the 
higher concentration of chlorine in the base of metolachlor 
that atrazine, glyphosate, chlorpyrifos lack, strengthening its 
toxicity. Most organophosphates ended up having a strong 
affect towards the memory assay of the aversive, yet in most 
assays, metolachlor surpassed the other variables. Lastly, 
glyphosate had an aversive effect towards the Drosophila out 
of any of the other organophates tested, another reason for 
the strength could have been the fact that it is based off of 
glycine instead of esther, giving it a stronger based.
	 We encountered several limitations during 
experimentation. Although the flies were maintained in a 
controlled environment, their consumption of pesticide-
treated medium could not be controlled. Another limitation in 

this study is that the anesthesia used on the flies could have 
had an effect on motor function and learning capabilities of 
the flies in addition to the effect of the pesticide treatment. 
The potential effects of anesthesia on flies’ movement and 
learning were controlled as much as possible by allowing a 
minimum five minute acclimation period following exposure to 
anesthetic. Additionally, by comparing the treated flies to the 
untreated, it highlights the negative factors of the pesticides 
in any aspect, because the toxin will most definitely have an 
effect. In addition, carbon dioxide (CO2) was used as the 
anesthetic in these experiments instead of Flynap TM, because 
CO2 has a shorter anesthetic period. Another limitation in 
these experiments is the potential toxicity of the pesticides; 
for example, if the pesticide treatments are severely toxic to 
Drosophila, the doses used may have impacted their ability to 
perform on the assays due to reasons other than impairment 
of motor function or learning capabilities. However, we 
accounted for this limitation by calculating an appropriate 
dosage for Drosophila. Finally, designing and 3D-printing the 
prototype for the aversive phototaxis suppression took longer 
than expected,
	 Future research could be conducted to show the effects 
of other common pesticides, or to further investigate the 
specific neural pathway that the toxins affect. Some toxins, 
such as organophosphates and organochlorines, are already 
known to target specific synapses and destroy connections 
between transmission neurons. Also, it could be researched 
whether there is a different effect between genders, and the 
specific way that it affects both. Different medium types and 
model organisms could also be tested, along with time of 
exposure and mode of exposure (not just by consumption).
	 New studies have shown that 1.8 billion people globally 
per year are exposed to pesticide, both in household products 
for gardening or weed killers used on farms. Individuals who 
live in areas surrounding farms or agriculture may inhale 
aerosolized pesticides, and farmers may come into contact 
with pesticides when harvesting crops or pulling out weeds. 
This is also a concern for the next generation, as individuals 
who have come into with toxins through skin absorption or 
inhalation, may carry the poison in their system, and when 
they have children, they may pass on the built-up toxins, 
which can affect the child’s health. In general, the health 
and methods of th eagricultural system could be completely 
revolutionized with continuation of such research in efforts to 
better the way that farms are run along with the population’s 
health.

MATERIALS AND METHODS
Safety
	 First, these pesticide toxin extracts may be harmful to 
humans if the liquid form comes to contact with the skin 
or is inhaled. Multiple measures were taken for security 
including goggles, gloves, lab coat, and a filter face mask. 
The pesticide powders were handled under the fume hood to 
further provide protections. At the end of the experiment, the 

Figure 3: Effect of pesticide exposure on larval learning assay 
performance. Age-synchronized Drosophila larvae (n = 10) were 
placed on a plate and allowed to move towards aversive and positive 
olfactory stimuli. At the end of the assay, the number of flies that 
had moved towards each stimulus was counted, with flies that had 
moved toward the positive stimulus considered “successful.” Flies 
exposed to metolachlor and chloropyrifos showed decreased assay 
performance, although this was not statistically significant (p > 0.05).
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diluted pesticides were disposed of in the South Household 
Hazardous Waste Drop-off.

Animals
	 The flies were kept at room temperature in a monitored 12 
hour light/12 hour dark cycle. Transfer between vials with new 
medium was done every three to four days to assure no risk 
of bacterial infiltration of the food. They were all supplied by 
Carolina Biological and were listed under the wildtype strain 
named Oregon-R. Before they were trialed, they lived in the 
vials with different media for about 14 days in a correspondent 
light/dark cycle, each group using about 10 flies in the vial. 
Drosophila were fed with 15 mL of distilled water and blue 
medium from Carolina Biological in shatterproof vials.

Experimental setup
	 The experiment was set up over a 15-day period to test 
short-term exposure. On the first day, the medium powder 
was separated into five different vials that would be changed 
throughout the testing period every three days. Aside from 
the medium, the distilled water poured into each had the 
designated pesticides incorporated: atrazine, metolachlor, 
glyphosate,and chlorpyrifos (Sigma Aldrich). Each toxin was 
diluted in water through serial dilutions to 0.0002 micrograms/
milliliter from 100% (1 g of toxin powder in 1 mL of dH2O) 
concentration to represent the dilution of what a normal 
human would be exposed to per square acre of land.

Aversive phototaxis suppression assay
	 After transferring the flies from the medium vials into the 
aluminum-covered side of the 3D printed T-maze (designed 
by the researcher) by using carbon dioxide anesthesia, flies 
were allowed to wake up and acclimate for five minutes. The 
movable trapdoor in the middle was left closed so they were 
unable to pass to the light side. To train the Drosophila, the 
flies were left in the dark side which was covered by aluminum 
and a gooseneck lamp was attached to the opposing side 
(which the flies could not enter) with no olfactory stimuli. The 
flies were counted based on how many made it to the light side 
once the trap door opened, reflecting their ability to detect 
visible stimuli of the light, which they should normally be 
attracted to. The ones that moved towards the light stimulation 
are viable for further testing and can be transferred back into 
the dark side. This will occur until there are ten testable flies 
in the dark side all coming from the same variable setting. 
The rest of the flies were returned back to the medium vial 
for longevity and transgenerational studies. For the flies that 
are in the T-maze, filter paper with 20 uL of aversive stimuli 
(quinine hydrochloride) was added to the light side. The lamp 
was turned on again with the open trapdoor. After one minute, 
the number of flies that have diverted away from the light side 
because of the aversive stimuli were counted as passes and 
the flies that remained there were counted as fails. Retest 10 
different flies from each variable each trial.

Negative geotaxis assay
	 Ten flies were separated into five different vials with 
no medium and were labeled according to the pesticide 
treatment: metolachlor, glyphosate, atrazine, chlorpyrifos, 
and non-treated. After being transferred using carbon dioxide 
to a 50 mL conical tube, the 8 cm line was marked (calculated 
based off of standard height per second) and then the flies 
were allowed to acclimate for five minutes in the tubes. After 
the five minutes passed, the flies were woken up using sugar 
bait. The vials were tapped lightly on the counter to let all the 
flies fall to the bottom. A timer was set for ten seconds and 
the number of flies that surpassed the 8 cm mark line were 
counted.

Larval learning assay
	 The flies to sleep in each variable vial using carbon 
dioxide and 10 age-synchronized larvae were collected and 
transferred to a half fructose agar / half agarose plate with 
set stimuli. The aversive stimuli, concentrated octanol (Sigma 
Aldrich), was placed in Teflon containers with pre-poked 
fragrance releasers. One octanol container was located in 
the agarose side of the plate. On the opposing fructose agar 
side, a positive stimuli of amyl acetate (made with paraffin 
oil) was placed in the Teflon containers. After insertion of 
the containers, larvae were placed in the middle of the plate. 
Once the timer was started, the plates with larvae were left in 
a lighted area for five minutes. Then, the number of larvae on 
each side of the plate was counted.

Analysis
	 The results of the assays were analyzed for mortality and 
decreased function in comparison to the non-treated or non-
altered flies. The information was input into an Excel sheet 
and the total mortality rate was calculated based on number 
of deceased flies and total fly population along with each 
assay’s individual results.
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schools, 5 private schools, and 4 post-secondary schools 
(4). The Andover school system is rated above average. The 
Andover public school test scores are around 80%, which is 
24% higher than the Massachusetts average and 62% higher 
than the national average (4). Between 2013 and 2017, 98% 
of people successfully graduated high school, and 74% of 
people received a bachelor’s degree or higher (5). Based on 
these statistics, Andover has an educated population, most of 
which went to college.
	 Preventing and fighting crime is an important aspect 
of any town, city, or village. Andover has a low crime rate. 
The rate of violent crimes in Andover is 83% lower than the 
MA average and is 84% lower than the national average (6). 
The rate of property crime in Andover is 61% lower than the 
MA average and 75% lower than the national average (6). 
According to public records, Andover appears to be a safe 
and low-crime community.
	 Even though Andover appears to be a well-to-do, 
educated, and safe town, it still has problems, which are often 
reported in the local media and vocalized by the townspeople. 
Property crime and drug-related incidents are reported by 
local newspapers frequently. For example, robberies of 
unlocked vehicles and a spate of house break-ins occurred 
in 2007 (7-10). More recently, at the end of 2018, police were 
asking for the public’s help in identifying a burglar who broke 
into Andover Country Club Lane homes (11). In February of 
2019, police reported 14 car thefts (12).
	 In addition, Andover, as in many other places across the 
United States, faces a drug problem. In 2014, there were over 
1,000 opioid-related deaths across MA (13). Essex County 
had the second largest number of fatalities, totaling 146 deaths 
(14). In 2015, 21 heroin overdoses, 5 resulting in deaths, 
were reported in Andover (15). In October 2018, a man was 
arrested for trafficking fentanyl drugs (16). At the end of 2018, 
a couple in Andover was arrested for dealing cocaine (17). 
At Andover High School, drug usage is prevalent. Between 
September 2017 and June 2018, the police department has 
responded to 10 incidents involving drugs at the high school 
(18). Drug-sniffing dogs were brought to Andover High School 
to investigate drug dealing and usage in the school (19). One 
Andover student, Keagan Casey, has made a documentary 
about the drug use in Andover titled “The Other Side of 
Andover” (20, 21). The movie describes how teenagers are 
taking strong painkillers and heroin to cope with stress and 
emotional problems or simply to experiment. In it, students 

Understanding the relationship between perception and 
reality related to public safety: A case study of public 
opinion on local law enforcement in Andover, MA

SUMMARY
Living in a small town with low crime rates and 
relatively high education levels usually gives the 
perception of a safe and comfortable community. 
In many, but not in all ways, that perception reflects 
reality. The following study tries to understand the 
connection between the perception, as defined by the 
collected public opinion, and the reality, as defined by 
the crime data reported by the US census and FBI data. 
The public opinion on property crime, violent crime, 
drug related crime, general feeling of safety, and on 
assessment of local law enforcement was collected 
from the Massachusetts community of Andover. The 
study tested the hypothesis that the opinion of the 
participants reflects the crime data and that citizens 
of Andover feel safe and are confident that local law 
enforcement works well. According to the results of 
the survey, people in Andover indeed have a positive 
view of the police department. The majority believe 
that the crime rates to be relatively low and, in general, 
most participants feel safe in the town. The findings 
also indicate that there are a few areas where public 
opinion does not match the FBI data, with the issues 
of property crime and drug usage possibly being of 
concern. 

INTRODUCTION
	 Andover is a town located in Essex County, in the 
northeastern part of Massachusetts (MA). It occupies 32.1 
sq. miles, of which 31 sq. miles are land and 1.1 sq. miles 
are water (1). According to the 2018 census, the estimated 
population of Andover is 35,898 (1). Of that population, 52% 
are female and 48% are male (1). Andover’s population 
consists of 79.4% Caucasians, 12.3% Asians, 2.5% Black 
or African-Americans, 3.7% Hispanics, and 2.1% other (1). 
Thus, Andover is a predominantly white community with less 
than 20% of minorities.
	 According to the US Census Bureau, in 2017 the 
average income per capita in Andover in the past 12 months 
was $63,468 (1). This is 25% higher than the average in MA 
and 59% higher than the national average (2). The median 
household income in Andover was $143,292, which is higher 
than the average in MA and higher than the national average 
(3). The poverty level is also low, at about 4% (3). This makes 
Andover a relatively wealthy town.
	 Andover’s education system consists of 11 public 

Alexander Luck, Thomas Keane
Doherty Middle School, Andover, Massachusetts

Article



FEBRUARY 2020  |  VOL 3  |  42Journal of Emerging Investigators  •  www.emerginginvestigators.org

recall horrid memories of their addiction and how it affected 
their families and life. This evidence demonstrates that 
despite the lower than average crime rate, Andover still has 
its fair share of criminal problems.  	
	 At the center of any community’s general safety is the 
local police enforcement. Policing is a service industry 
with the main objective of serving the community (22, 23). 
Understanding the community’s opinion may be important for 
understanding the relationship between citizens and the local 
law enforcement. It may also provide a way to assess the 
level of safety in the community. Once this relationship is well 
understood, police will work more efficiently and will be able 
to identify areas of improvement. 
	 In this study, we designed a survey based on some of 
Mastrofski’s conceptualizations of police service quality. 
Mastrofski developed 6 aspects of survey quality in 
policing, including attentiveness, reliability, responsiveness, 
competence, manners, and fairness (23, 24). According to 
Mastrofski’s research, citizens want the police to be available 
and accessible, as indicated by police officers’ attentiveness. 
Citizens also want the police to be predictable and consistent, 
as indicated by officers’ reliability, and client-centered, as 
indicated by officers’ responsiveness. Citizens also want 
police officers to be effective in their jobs, as indicated by their 
competence. And lastly, people want the police to treat them 
with respect and use fair practices, as indicated by officers’ 
manners and fairness. 
	 In designing the survey, we used Mastrofski’s concepts to 
help us understand the public opinion. We collected, analyzed, 
and compared responses to the crime rates reported by 
the FBI to understand the relationship between perception 
and reality. We hypothesized that most respondents would 
consider Andover a safe town with an effective police force 
and that public opinion would align with the FBI data.

RESULTS
	 The study consisted of analyzing 142 surveys. Detailed 
demographic information was collected (Table 1). Most of the 
participants lived in Andover (88%), while some worked but did 
not live in Andover (12%). The participants consisted of 44% 
males and 55% females. The following ethnic groups were 
represented: White (70%), Asian (11%), African American 
(8%), Latino (8%), Native American (1.5%), and other (1.5%). 
Age groups were categorized in the following way: under 13 
(8%), 13-17 (7%), 18-24 (6%), 25-34 (16%), 35-44 (17%), 45-
55 (21%), 64-60 (10%), and over 60 (15%). The majority of 
participants had a college degree and were either employed 
or retired. The income ranged from $10,000 to over $200,000. 
Additionally, 50% of participants were married, 24% were 
single, 1% were in a domestic partnership, 4% were divorced, 
8% were widowed, and 1% were “too young for a relationship.” 
In terms of political parties, 25% identified as Democrats, 30% 
as Republicans, 28% as Independent, 0.7% as Libertarian, 
1.4% as Green Party, and 7.0% as “Other” (Table 1). The 
demographic breakdown by gender, ethnic group, and income 

was representative of the Andover community as documented 
by public records. Overall, the participants spanned a broad 
range of demographic attributes.  
	 Based on the responses to the survey, residents of 
Andover had a positive impression of the local police force 

Table 1: Participant demographics. Shown is a summary of 
percentages for different demographic variables analyzed (n = 142).

Demographic variable % of participants

Age group

     Under 13 7.75%

     13-17 7.04%

     18-24 5.63%

     25-34 16.20%

     35-44 17.61%

     45-54 21.13%

     55-60 9.86%

     Over 60 14.79%

Gender

     Female 54.93%

     Male 44.37%

     Other 0.70%

Ethnicity

     White 69.72%

     Black 8.45%

     Latino 7.75%

     Native American 1.41%

     Asian 10.56%

     Other 1.41%

Household Income

     Below $10k 0.70%

     $10k-$50k 11.27%

     $50k-$100k 21.83%

     $100k-$150k 15.49%

     $150k-$200k 19.72%

     Over $200k 11.97%

     Other 14.79%

Marital Status

     Single 23.94%

     Married 50.70%

     Partnership 0.70%

     Divorced 4.23%

     Widowed 8.45%

     Other 6.34%

Political Party

     Democrat 25.35%

     Republican 30.28%

     Independent 28.17%

     Libertarian 0.70%

     Green party 1.41%

     Other 7.04%
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(Table 2). They believed that the police force was well-
mannered, attentive, responsive, and fair. Our data revealed 
that 79% of the participants agreed that the Andover police 
arrived quickly when called. Based on the 85% agreement 
rate, the participants believed that the Andover police was 
friendly, respectful, and professional. A large majority of 
people (80%) stated that the police department was not 
corrupt. Additionally, 71% of participants confirmed that the 
Andover police was not intimidating, and 56% of people 
thought that the Andover police did not use excessive force. 
Many people (63%) believed that the Andover police was 
well trained. Most importantly, 71% of people were confident 
that the Andover police cared about its town and the town’s 
people.
	 We also assessed public opinion on violent crime, 
property crime, and drug usage (Table 2). Many participants 
(69%) did not think that the rate of violent crimes in Andover 
was high. Most people (64%) agreed that Andover police was 
doing a good job of preventing violent crimes. This indicated 
that the Andover police was considered competent, reliable, 
and responsive.
	 Property crimes appeared to be of some concern (Table 

2). About 30% of participants stated that the rate of property 
crimes was high. Approximately half of the participants (46%) 
agreed that Andover police was doing a good job of preventing 
property crimes. These results suggested that a significant 
portion of the Andover public felt somewhat apprehensive 
about property crimes and their prevention.
	 A little more than half (55%) of the participants believed 
that drug usage in Andover was high, and 51% believed that 
the rate of drug dealing in the town was high (Table 2). About 
32% believed that the police were making good progress 
in reducing drug problems in Andover, while 20% did not 
believe progress was being made, and 46% of people were 
not sure. Drug dealing and drug use were a concern. The 
large percentage of unsure responses reflected people’s lack 
of confidence in police effectiveness in drug crime prevention.  
	 Despite some concerns about property crime and a larger 
concern about drugs, overall, people in Andover felt safe 
(85%). Almost the same number of people felt safe walking at 
night (86%). Yet 63% percent of participants preferred to keep 
their door locked. 
	 In general, race is an important element of how people are 
treated by the police. Concerns about the interaction between 

Question Mastrofski’s concept assessed

Grouped response (percent of participants)

Disagree Not sure Agree Missing

Arrives quickly when called Attentiveness, Responsiveness 8% 11% 79% 3%

Friendly and respectful Manners 8% 6% 85% 1%

Professional Manners, Competence 8% 6% 85% 1%

Intimidating to deal with Manners, Fairness 71% 15% 13% 1%

Cares about the town and its people Attentiveness, Responsiveness 5% 24% 71% 0%

Corrupt Fairness 80% 15% 4% 1%

Too much presence in public places Responsiveness, Reliability 49% 43% 7% 1%

Too little presence in public places Responsiveness, Reliability 19% 44% 36% 1%

Well trained Competence 8% 28% 63% 0%

Uses too much force Manners, Fairness 56% 39% 4% 1%

Is successful in preventing property crimes Competence, Reliability 25% 28% 46% 0%

Rate of property crimes in the town is high Competence, Reliability 42% 27% 30% 1%

Is successful in preventing violent crimes Competence, Reliability 11% 23% 64% 2%

Rate of violent crimes in the town is high Competence, Reliability 69% 20% 9% 1%

Rate of drug use in the town is high Competence, Reliability 20% 24% 55% 1%

Rate of drug dealing in the town is high Competence, Reliability 18% 32% 51% 0%

Police is making a good progress in reducing drug 
     use in the town Competence, Reliability 20% 46% 32% 1%

I feel safe in the town Competence, Reliability, Responsiveness 4% 10% 85% 1%

I feel safe walking in the town at night Competence, Reliability, Responsiveness 8% 8% 84% 1%

I can leave the door unlocked Competence, Reliability, Responsiveness 63% 13% 23% 1%

Table 2: Summary of survey responses. Shown is summary of participants’ (n = 142) opinions regarding Andover police. Responses are 
grouped into 4 categories: disagree, not sure, agree, and missing. Results are shown as percentages. For each question, Mastrofski’s concept 
is identified.
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Table 3: Summary of median responses to selected questions. 
Shown above is a subset of selected questions and their distribution 
across racial groups to better understand impact of race on views 
about the police. Participants self-identified as White, Black, Latino, 
Native American, and Asian. Participants responded using a scale 
from 1 to 5: 1 = “strongly disagree”; 2 = “somewhat disagree”; 3 = 
“neutral/not sure”; 4 = “somewhat agree”; 5 = “strongly agree.”

Note. Total population for USA = 325,719,178; MA = 6,859,819; Andover = 35,898.

Table 4: FBI Uniform Crime Reporting (UCR) statistics for USA, MA 
and Andover from 2017. FBI crime data showcasing USA vs. MA vs. 
Andover (29).

Figure 1: 2017 FBI UCR crime rates. Andover has lower crime rates 
compared to the rest of MA and the USA. Data are normalized per 
100,000 inhabitants.

Figure 2: 2017 FBI UCR crime rates % comparison. Andover has 
lower crimes in comparison to MA and USA. Data are normalized per 
100,000 inhabitants.

Place
Violent 
crime

Aggravated 
assault Burglary Robbery

Property 
crime

FBI UCR statistics: total number of incidents

USA 1,283,220 870,825 1,401,840 319,356 7,794,086

MA 24,560 17,319 17,089 4,871 198,575

Andover 72 64 25 3 287

FBI UCR statistics per 100,000 inhabitants

USA 394 267 430 98 2,393

MA 358 252 249 71 2,895

Andover 201 178 70 8 799

FBI UCR statistics per 100,000 inhabitants (% difference)

MA/USA 91% 94% 58% 72% 121%

Andover/
     USA 51% 67% 16% 9% 33%

Andover/
     MA 56% 71% 28% 12% 28%

Selected Questions White Black Latino
Native 

American Asian

Corrupt 1 1 1 4 1

Friendly and respectful 5 5 4 3 5

Uses too much force 2 3 2 2 2

Intimidating to deal with 1 2 2 2 1

Is successful in prevent-
     ing violent crimes 4 5 5 4 5

Rate of drug use in town 
     is high 4 4 4 2 4

I feel safe in the town 5 5 5 3 5

I feel safe walking in the      
     town at night 5 5 5 3 5

Number of respondents 98 12 11 2 15

race and the disposition of the police towards citizens are not 
new (25-28). Many police officers treat everyone fairly, but 
some may display racial prejudice in their interactions with the 
public. This could affect how people of different races perceive 
the police. Therefore, we examined survey responses based 
on race and asked a subset of questions to assess racial bias. 
The data indicated that there was no correlation between race 
and how people view the Andover Police (Table 3).  However, 
there were slight variations in the degree of responses for some 
questions. For example, Latino participants only “somewhat 
agreed” that the police were friendly and respectful, while 
White, Black, and Asian participants “strongly agreed” (Table 
3). There were also differences for assessing whether police 
were intimidating and if they used excessive force. Black and 
Latino participants “somewhat disagreed,” while White and 
Asian participants “strongly disagreed” (Table 3). Our survey 
did not identify the origin of these variations. Given the low 
crime rates in Andover, it is unlikely that many participants 
had personal interactions with the police. It is possible that 
participants’ opinions were influenced by secondhand stories, 
media, and potential stereotypes of the police.
	 To further evaluate the hypothesis, we compared public 
opinion to the public FBI crime rate data from 2017 (detailed 
2018 rates are not yet available) (29). Based on public records, 
crime rates in Andover were low in comparison to the state of 
MA and the rest of the country (Table 4, Figures 1 and 2). 
Violent crime and aggravated assault incidents per 100,000 
inhabitants in Andover were only 0.006% of that of the US. 
Robbery, burglary, and property crime incidents were 0.003% 
in comparison to the US. The numbers of violent crime and 
aggravated assault incidents per 100,000 inhabitants in 
Andover were 0.3% compared to MA. The property crime, 
burglary, and robbery incidents were 0.2% compared to MA. 
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Note. Total population for USA = 325,719,178; MA = 6,859,819.

Table 5: Drug-related crime rates in MA and USA (total and 
normalized by 10,000 inhabitants) (29).

Drug type MA USA
MA/10,000 
inhabitants

USA/10,000 
inhabitants

Arrests for sales or manufacturing of drugs in 2017,
not counting marijuana

Heroin, cocaine and 
     their derivatives 2,690 66,811 3.9 2.1

Synthetic drugs 419 20,513 0.6 0.6

Other dangerous
     non-narcotic drugs 287 51,488 0.4 1.6

Total 3,396 138,812 5.0 4.3

Arrests for drug possession in 2017, not counting marijuana

Heroin, cocaine and 
     their derivatives 4,370 263,744 6.4 8.1

Synthetic drugs 652 62,019 1.0 1.9

Other dangerous 
     non-narcotic drugs 654 303,845 1.0 9.3

Total 5,676 629,608 8.3 19.3

Note. Total population for MA = 6,859,819; Andover = 35,898.

Table 6: Drug-related incidents in Andover and MA (total and 
normalized by 10,000 inhabitants) (29).

Incident Andover MA
Andover/10,000 

inhabitants
MA/10,000 
inhabitants

Overdose with a 
     call to EMS 44 22,213 12.3 32.4

Overdose
     resulting in 
     death 2 1,945 0.6 2.8

Area for improvement Number of respondents

Politeness 7

Drug crime prevention 23

Violent crime prevention 1

Property crime prevention 7

Increase number of police officers 11

Decrease the number of police officers 1

Increase police budget 1

Decrease police budget 0

Increased training of the officers 2

Table 7: Areas for improvement as identified by the respondents. 
Shown are the categories that the participants believed Andover 
Police would need to improve upon.

The public data shows that Andover was a safe town with 
crime rates below the national and MA averages. 
	 The FBI data aligned well with the survey data in terms of 
violent crimes. The survey showed that over 60% participants 
believed that the rate of violent crime rates in town was low 
and that police were doing a good job at preventing violent 
crimes. The positive public opinion matched the very low 
violent crime rates reported by the FBI. In contrast, the survey 
indicated that people in Andover were somewhat concerned 
about property crimes. These concerns were not supported 
by the FBI data. In fact, 30% of participants believed that the 
rate of property crimes was high, while the FBI data showed 
that the reality was just the opposite. The cause of such a 
divergence was not clear. An interesting observation was 
that, according to the FBI data, violent crimes and aggravated 
assaults in Andover were higher than property crimes. 
However, people thought that property crime was more of a 
concern.
	 A significant number of participants agreed that Andover 
faces a drug problem. As compared to the entire US, MA has 
a lower rate of drug incidents (Tables 5 and 6). Among 10,000 
people from MA, about 6 people possessed heroin, cocaine, 
and their derivatives, and 1 person had some type of synthetic 
drug. In the US, about 8 people in 10,000 possessed heroin, 
cocaine, and their derivatives, and 2 people possessed 
synthetic drugs. In 2017, Andover had 2 deaths caused by 
drug overdoses and 44 overdoses which lead to calls to EMS.  
	 Furthermore, we attempted to assess what the 
participants believed were areas for improvement (Table 7). 
Twenty-three participants believed that the Andover police 
ought to improve drug crime prevention. Eleven participants 
stated that an increased number of officers was needed. 
Seven participants declared that property crime prevention 

and politeness were to be improved. The areas of least 
concern were decreasing the number of police officers, 
increasing and decreasing police budgets, and increasing 
training of the officers. 

DISCUSSION
	 We designed a survey to test the hypothesis that Andover 
citizens believe that Andover is a safe town with an effective 
police force. We evaluated whether the public opinion aligns 
with the FBI census data. Demographics of the participants 
reflected the general population of Andover (Table 1). 
	 Overall, most people feel safe in the town of Andover 
(Table 2). Many participants feel safe living in town and are 
comfortable walking alone at night (Table 2). In addition, 
most participants have a positive opinion about the local law 
enforcement and believe that the police are doing a good job 
in crime prevention and keeping Andover safe.  
	 The survey results both agreed and disagreed with the 
FBI census data. Public opinion on violent and aggravated 
crime occurrences and prevention aligned well with the FBI 
data. The rates of violent crime and aggravated assaults in 
Andover are relatively low in comparison to MA and USA. 
However, many people reported alarm regarding drug-related 
crime and property crime. This perception does not align with 
the low FBI statistics regarding drug and property crime as 
compared to state and national level. To further reiterate these 
concerns, a large group of participants suggested that drug 
and property crime prevention were areas for improvement 
and require further attention (Table 7). Some people also 



FEBRUARY 2020  |  VOL 3  |  46Journal of Emerging Investigators  •  www.emerginginvestigators.org

indicated that the town may benefit from an increased number 
of officers and, potentially, more training. 
	 According to the FBI census data, Andover does not have 
a drug problem (Table 6). However, over 50% of respondents 
think that drug dealing and use are problems in Andover. 
Consequently, people do not believe that the Andover police, 
similar to police in most other locatlities across the United 
States, are doing a good job in preventing drug dealing and 
use. We speculate that drug dealing and use in Andover may 
be underreported to police and EMS but may be well known 
on the personal level. 
	 There are many factors that influence crime rates 
in a community, such as geographical location, climate, 
population density, urbanization, and youth concentration 
(30). Cultural, recreational, religious, and educational 
characteristics play a role in shaping crime levels. Economic 
conditions, employment rates and opportunities, and 
poverty levels will influence crime. Moreover, local police 
departments and criminal systems, such as prosecution, 
judicial, correctional, and probational, may affect crime. Other 
important considerations are citizens’ desire to report crime 
and to work with the police and public attitude towards crime 
and police. Although all these factors may contribute to crime, 
they have not been evaluated directly in our survey. Additional 
studies will need to be conducted to assess the impact of 
these issues and their contribution to the public opinion. 
	 In this study, we did not analyze crime rates or their 
dependencies. Instead, we analyzed perceptions of crime, 
safety, and police efficiency and compared them with the 
reality as reflected by crime rates. We also speculated about 
the causes of divergence of such perceptions from the reality.
	 It is interesting to explore the relationship between reality 
and perception. In this study, we compared public opinion with 
FBI and census data and noted some discrepancies between 
perception and reality. If people perceive that they live in a 
safe community with a dependable and efficient police force 
who cares about the residents they serve, then a favorable 
impression about the police will form (31). This may be the 
case for Andover. At the same time, if the police perceive that 
the residents appreciate their work effort and trust in their 
abilities, then, most likely, the law enforcement will be more 
eager to serve and to care. In fact, confidence in police was 
influenced by impressions that crime has decreased in the 
community and by having positive encounters with the police 
(31). This was not evaluated in our study, but in the future, it 
may be of interest to determine how the Andover police views 
the public they serve. 
	 However, if some incidents or negative media messages 
speak of police unfavorably or sensationalize incidents, 
negative reactions and opinions may appear. This can lead to 
an unmotivated police force and distrustful public in a negative 
feedback loop. This was not evaluated in this study but may 
be yet another explanation of the unfavorable responses 
regarding drug and property crime prevention
	 In an NPR analysis, Americans are now more afraid 

of crime, even though the crime rates are down. The more 
people consume bad news in the world, the more they 
believe it is more dangerous than it really is (32, 33). Is this 
true for Andover?  Some studies found differences between 
newspapers which were classified as “sensational” and 
which carried proportionally more crime reports and reported 
crimes in a relatively sensational style than the newspaper 
that were classified as “non-sensational.” Some findings 
indicated that sensational newspapers (compared to non-
sensational newspapers) tended to negatively influence the 
public’s perceptions of fear of crime and attitudes towards 
police (23, 33). Again, it would be worthwhile to understand if 
that is the case for Andover, MA.
	 There is still work to be done to better understand what 
influences public’s perception of safety and police in Andover. 
It seems that both direct and indirect measures need to be 
used. Direct measures of police performance include crime 
rates, as reported in this study, as well as number of arrests, 
clearance rates, and calls for service response times. Indirect 
measures of police performance include questionnaires, like 
the one used in this study, as well as direct observations of 
social behavior, situational studies, and independent testing. 
Together, they will give a more accurate picture of the police 
force and may better assess perception versus reality.  

MATERIALS AND METHODS
	 The survey was designed to analyze public opinion 
regarding public safety and Andover Police. All the questions 
in the survey were multiple choice. We developed survey 
questions that directly and indirectly assessed six aspects, 
based on Mastrofski’s conceptualization of police service 
quality, including attentiveness, reliability, responsiveness, 
competence, manners, and fairness (24). The last three 
questions of the survey were designed to indirectly measure 
the police force’s overall competence, reliability, and 
attentiveness by asking the respondents about their general 
“feeling of safety” in the community. We also compared 
participants’ opinions to the FBI reported crime rates to 
understand the relationship between perception and reality. 
	 The survey was approved by the Andover Public School 
superintendent and administration panel. The appropriate 
Scientific Review Committee form was acquired and approved. 
The survey was distributed randomly in public places such as 
the Senior Center, the Youth Center, public library, local shops 
and businesses, private houses, and streets. The participants 
were approached on a volunteer basis. Participants’ consent 
was obtained, and their identity was kept anonymous.   
	 The responses were recorded and analyzed using PSPP 
software, which is a free, open source statistical software 
application used widely for statistical analyses of various 
complexity. LibreOffice Calc was also used. 
	 There were 142 surveys that were analyzed. To 
determine whether the results of the survey matched the 
population of Andover, the margin of error was calculated 
for different confidence levels. This calculation allowed us to 
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understand if the amount of people surveyed was enough to 
obtain confidence about the accuracy of the data collected. 
The highest percentage margin of error was calculated based 
on Andover’s population size of 35,937, the sample size of 
142 respondents, and several different confidence levels. 
Instead of calculating a margin of error for responses to 

each question, a proportion of 50% (p = 0.5) was used as 
the highest possible predicted margin of error for any given 
question. The margin of error (MOE) is calculated according 
to the formula:
where z is 1.645, 1.96, or 2.576 for confidence levels of 90%, 
95%, and 99%, respectively; p is proportion; N is population 
size; and n is sample size. For a confidence level of 90%, 
the highest margin of error is 6.9%. For a confidence level 
of 95%, the highest margin of error is 8.2%. And for a 99% 
confidence level, the highest margin of error is 10.8%.  
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Neem is effective against many bacteria, protozoa, fungi, 
and viruses, and is traditionally consumed through dietary 
sources after being grown naturally (1, 2).  However, while 
there are extensive studies on the effectiveness of neem on 
these microorganisms, there is a gap in knowledge of neem’s 
potential effectiveness against nosocomial infections, defined 
as hospital-acquired infections of microorganism origin. The 
aim of this work is to study the effectiveness of neem against 
common nosocomial organisms.

Escherichia coli, Staphylococcus aureus, Pseudomonas 
aeruginosa, Saccharomyces cerevisiae, and Micrococcus 
luteus are the primary microorganisms that cause nosocomial 
infections (3). These microorganisms colonize a patient’s 
skin, mucous membrane, anterior urethra, or other soft 
tissues (3). These microorganisms mainly cause nosocomial 
infections by forming biofilms on colonized surfaces, which 
are difficult to eliminate and are highly correlated with 
nosocomial infections (3). E. coli is known to cause diarrhea, 
urinary tract infections, respiratory illness, and pneumonia 
(4). Most E. coli are harmless and serve an important role 
in a healthy human intestinal tract (4). However, some E. coli 
are pathogenic, meaning they can cause illness outside of 
the intestinal tract (4). S. aureus is a bacteria that causes 
infections such as bacteremia, pneumonia, endocarditis, 
and osteomyelitis (5). Strains of bacteria found widely in the 
environment cause Pseudomonas infections, of which the 
most common type causing infections in humans is called 
Pseudomonas aeruginosa (6). S. cerevisiae, or brewer’s 
yeast, is a one-celled fungus which is rich in minerals and 
nutrients and causes fungemia, endocarditis, pneumonia, 
and skin infections in people with weakened immune systems 
(7). M. luteus is a common gram-positive bacteria that causes 
endocarditis after surgery of patients, as it colonizes the 
surface of heart valves (8). 

Neem most likely inhibits the microorganisms listed above 
because of its strong antibacterial and antifungal properties. 
Neem is composed mainly of quercetin and a number of 
limonoids, the main substances in neem that are active against 
bacteria and fungi (9). Quercetin, a polyphenolic flavonoid, 
accounts for many antifungal and antibacterial properties 
in neem (9). Limonoids found in neem oil are oxygenated 
modified triterpenes that have many antifungal properties (9). 
It can be assumed that neem has these properties because 
of this distinctive chemical structure such as hydroxyl groups 
at sites on the aromatic rings. This results in inhibition of 

The effect of neem on common nosocomial infection-
causing organisms

SUMMARY
Nosocomial infections are a major source of morbidity 
and mortality, affecting more than 2 million patients 
annually in the United States. Furthermore, the hospital 
environment supporting the acquisition of resistance 
to antibiotic agents by pathogens, complicates the 
treatment of infections due to drug-resistance of 
these pathogens.  Ethnopharmacological reports 
support the use of neem (Azadirachta indica) against 
bacterial and fungal infections such as typhoid, yeast 
infection, and periodontitis. However, there is a lack 
of research about the effect of neem specifically on 
nosocomial organisms. We conducted this study to 
evaluate the effect of aqueous and ethanolic extracts 
from neem leaves and neem oil on the growth of 
several human pathogens which are known to 
cause hospital-acquired, or nosocomial, infections, 
including Saccharomyces cerevisiae, Micrococcus 
luteus, Staphylococcus aureus, Escherichia coli, and 
Pseudomonas aeruginosa. Neem extract in distilled 
water showed the strongest average inhibition across 
all microorganisms except S. aureus. Activity of 
neem extract in 95% ethanol was comparable to that 
of 10% bleach. Under the conditions of this study, we 
concluded that neem leaf extract has a significant 
antimicrobial effect against nosocomial organisms, 
supporting its use as an alternative or combination 
treatment for hospital-acquired infections.

INTRODUCTION
Bioactive compounds obtained from certain plants have 

been recognized worldwide for their medicinal uses (1). For 
the past few years, there has been increasing interest in 
using these properties in therapeutic fields to fight against 
harmful pathogenic microorganisms (1). The resilience of 
these microorganisms to widely used drugs has furthered 
this focus. One such plant that has been researched to 
solve this problem is neem. Neem, or Azadirachta indica, is 
a member of the Meliaceae family, subfamily Meloidae, and 
tribe Melieae mainly cultivated on the Indian subcontinent 
(1). The versatile multifarious tropical tree has been widely 
renowned for its various biomedical properties due to its 
many bioactive components. As a result, neem has been 
indigenously cultivated for at least 4,000 years. (2). Neem’s 
properties include being antiallergenic, antidermatitic, 
antiviral, antifungal, anti-inflammatory, anti-pyorrhoeic, 
insecticidal, larvicidal, and nematicidal (2). 
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energy metabolism, inhibition of the attachment and biofilm 
formation, alteration of the membrane permeability, and 
attenuation of the pathogenicity.

Previous studies have found neem to be an effective 
antibacterial and antifungal against organisms such as S. 
aureus and P. aeruginosa (2, 11, 12). For example, Mahmoud 
et al. showed that all concentrations of the aqueous extract 
effectively suppressed the mycelial growth of Aspergillus 
species (A. niger, A. flavus, A. terreus and A. fumigatus), 
Microsporum gypseum and Candida albicans and that this 
effect was found to increase with concentration where a 
maximum activity was reached using the last one (20%) 
(12). The authors also reported that complete inhibition 
in the growth of A. niger was obtained in the assay with 
20% concentration of aqueous leaf extract of neem (12).  It 
was concluded that all concentrations of organic extracts 
effectively suppressed the mycelial growth and the recorded 
values were increasing gradually with concentration, reaching 
the highest values with 20% (12). Similarly, Sultana et al. 
showed that the minimum inhibitory concentration of neem 
was 1.4 g/mL to kill S. aureus and P. aeruginosa (11). Mondali 
et al. studied the efficacy of different extracts of neem leaf 
on Aspergillus, and Rhizopus (2). The growth of both fungal 
species was inhibited significantly and controlled with both 
alcoholic and water extracts of all tested concentrations (2). 
The alcoholic extracts of neem leaf were most effective in 
comparison to aqueous extract for retarding the growth of 
these species (2). 

Nosocomial infections are a large, growing problem 
because as multiple bacteria and fungi are becoming 
resistant to drugs, the number of people fatally succumbing 
to these infections is growing at an alarming pace (3). The 
purpose of our experiment is to analyze the effectiveness of 
neem against these common nosocomial organisms so that 
hospitals will be able to properly combat these infections. In 
this experiment, the process of finding the zone of inhibition 
and the minimum inhibitory concentration will be replicated 
with five different microorganisms. We propose that neem 
extract, if applied to the common nosocomial organisms 
E. coli, S. aureus, P. aeruginosa, S. cerevisiae, and M. 
luteus, will inhibit microorganism growth. This experiment 
fits into the existing body because it continues to compare 
and study neem’s effectiveness against certain infections. 
However, our approach is unique because we investigate 
neem’s effectiveness purely on nosocomial infection-causing 
organisms and analyze how neem plays a role in growth 
inhibition. Previous studies have only looked at the infections 
themselves, but not clearly at the microorganisms causing 
the infections; this experiment aims to address that gap.

RESULTS
To investigate the effectiveness of neem we cultured 

each of the five microorganisms on agarose with varying 
concentrations of neem. Evaluations of zone of inhibitions 
showed that neem oil had the clearest agar surrounding it 

in contrast to the bacterial and fungal growth on the plate 
and produced the least erosion of the agar-drilled wells it 
was in (Figure 1). In this context, the zone of inhibition is the 
radius surrounding a well filled with solution in which bacterial 
colonies do not grow. As a control, 10% bleach had the most 
erosion of the agar-drilled wells in comparison to the other 
wells. Neem powder resuspended in 95% ethanol had the 
most opaque agar, indicating a smaller zone of inhibition 
surrounding it compared to the other solutions.

The antibacterial effectiveness of negative control (distilled 
water), positive controls (95% ethanol and 10% bleach) and 
test materials (neem powder in distilled water, neem powder 
in 95% ethanol, and neem oil) against E. coli, M. luteus, 
P. aeruginosa, and S. aureus are shown in Figure 1. S. 
cerevisiae was also studied, however, due to contamination 
the data were eliminated. 

P. aeruginosa was found to be the most susceptible to 
neem extract in distilled water, followed by E. coli. Neem 
extract in distilled water showed significantly higher inhibitory 
activity than positive control 95% ethanol for E. coli and M. 
luteus. Neem extract in 95% ethanol produced comparable 
zones of inhibition for all organisms, with significantly higher 
inhibition than 95% ethanol alone for all organisms except P. 
aeruginosa.  The test solution neem oil was most effective 
against P. aeruginosa with a 2.1 mm zone of inhibition, 
followed by a 1.4 mm zone of inhibition for S. aureus. 
However, neem oil was not comparable in effectiveness to 
either positive control and was shown to be least effective of 
all test solutions. The positive controls demonstrated a similar 
pattern to neem oil with both being most effective against P. 
aeruginosa, followed by S. aureus. P. aeruginosa cleared a 
4.5 mm zone of inhibition for the 10% bleach solution and a 
4.3 mm zone of inhibition with 95% ethanol, while S. aureus 
produced a 2.9 mm zone of inhibition for the 10% bleach 
solution and a 1.1 mm zone of inhibition for 95% ethanol. 
M. luteus was least susceptible, with the smallest zones 
of inhibition in all tested solutions except neem powder in 
distilled water. S. aureus was least affected by neem powder 
in distilled water. 

Figure 1 shows a graphical representation of the mean 
zone of inhibition of all solutions. Figure 1 demonstrates the 
differences in the zones of inhibition between the experimental 
solutions, neem in distilled water, neem in 95% ethanol, and 
neem oil, and the control solutions, distilled water, 95% 
ethanol, and 10% bleach. The high variance is due to several 
outliers in the data, including a 2 mm zone of inhibition in 10% 
bleach for S. aureus, a 2 mm zone of inhibition in neem in 
distilled water for E. coli, a 1.5 mm zone of inhibition in 95% 
ethanol for P. aeruginosa, and a 1.5 mm zone of inhibition 
in neem powder in distilled water for P. aeruginosa. It is 
interesting to note that the zones of inhibitions measured 
for neem powder in 95% ethanol and neem oil have smaller 
standard deviations in comparison to the other solutions. It 
is also interesting to note that 95% ethanol and 10% bleach 
inhibited P. aeruginosa.to similar levels.
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We visually observed via the opacity of solutions and 
reported the minimum inhibitory concentration (MIC) in Table 
1. In general, neem powder in distilled water tended to have 
the most opacity and have the darkest, murkiest color for all 
test tubes because of the growth of the bacteria. This was 
determined based on visual comparison of the solutions 
before and after growth. E. coli and M. luteus were the least 
opaque of each test tube out of neem powder in distilled water 
and neem oil, respectively, while P. aeruginosa was the most 
opaque of each test tube overall. 

Antimicrobial agents with low activity against an organism 
usually give a high MIC, while those that are highly effective 
give low MIC values. Table 1 summarizes the MICs of neem 
powder in distilled water and neem oil for E. coli, M. luteus, 
P. aeruginosa, S. aureus, and S. cerevisiae. Data show that 
E. coli were the least susceptible bacteria. S. aureus and S. 
cerevisiae were the most susceptible, and neem oil produced 
the lowest MIC.

MIC values for P. aeruginosa, S. aureus, and S. cerevisiae 
were 0.1 g/mL for neem extract in water. M. luteus had a 
higher MIC of 0.6 g/mL, while no MIC was determined for E. 
coli due to limited resources. Neem oil produced similar MIC 
values for M. luteus, S. aureus, and S. cerevisiae, all at 0.1 g/

mL. Neem oil also produced MICs of 0.4 g/mL for E. coli and 
P. aeruginosa. 

DISCUSSION
Our experiments indicate that neem powder in distilled 

water, neem powder in 95% ethanol, and neem oil were 
effective in killing S. aureus, E. coli, P. aeruginosa, and M. 
luteus. We also concluded that neem powder in distilled water 
was more effective in inhibiting the microorganisms listed 
above than 95% ethanol, distilled water, 10% bleach, and 
neem oil. Lastly, we concluded from the minimum inhibitory 
concentration experiment that neem oil produced a lower 
inhibitory concentration compared to neem powder in distilled 
water. Collectively, these conclusions support the hypothesis 
that various neem extracts, when applied to the common 
nosocomial organisms E. coli, S. aureus, P. aeruginosa, S. 
cerevisiae, and M. luteus, would inhibit the growth of these 
microorganisms.

We speculate that neem powder in distilled water showed 
higher inhibitory activity because the antibacterial and 
antifungal components were readily soluble in the aqueous 
solution. In addition, the solution could diffuse easily through 
the solid agar plate to produce the larger zones of inhibition. 

Figure 1. Inhibition of bacterial growth by Neem.   Bars represent average radius for zone of inhibition for neem extracts, neem oil, and 
controls against select nosocomial organisms (n=8). * represents statistically significant differences (p < 0.05) between the zone of inhibition 
from the species highlighted compared to the zone of inhibition of the same species in 95% ethanol. † represents significant differences (p 
< 0.05) between the zone of inhibition from the species highlighted compared to the zone of inhibition of the same species in 10% bleach. 
#represents statistically significant differences (p < 0.05) that show that the highlighted control outperformed neem oil. 
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On the other hand, neem oil, being highly lipophilic, had limited 
diffusivity in solid agar plates and hence produced relatively 
smaller zones of inhibition. This finding also explains neem 
oil’s effectiveness in the minimum inhibitory concentration 
experiments, where neem oil was mixed well in liquid nutrient 
broth. This helped produce comparable MICs to those of 
neem powder in distilled water. 

Because of limited resources, MIC for E. coli in neem 
powder in distilled water was not determined was due 
to limited resources, as higher concentrations could not 
be tested. Other limitations of this experiment include 
contamination of S. cerevisiae during the agar-well diffusion 
experiment, not having enough test tubes and nutrient 
broth to measure the minimum inhibitory concentration for 
E. coli, inability to accurately measure zone of inhibition 
due to the streaking method, and inability to accurately 
measure turbidity for minimum inhibitory concentration. 
These problems, if addressed, could statistically change the 
outcome of the experiment. Because the S. cerevisiae culture 
had experienced contamination, the results were erroneous 
and have not been reported. The addition of this data would 
have strengthened the support for the conclusions. Lack of 
a sufficient number of test tubes and nutrient broth to test 
higher concentrations of E. coli in the minimum inhibitory 
concentration experiment did not allow for the obtaining of 
the exact MIC value and of the data to support the hypothesis 
for this organism. Accuracy in the measurements of streaking 
of zone of inhibition and the turbidity for minimum inhibitory 
concentration are crucial to substantiate the findings and 
reinforce the conclusions.  The streaking method is slightly 
weaker in comparison to the pouring technique because 
microorganisms do not grow uniformly and do not distribute in 
the plate evenly. Visual assessment of turbidity is a subjective 
method in comparison to an objective method of measuring 
turbidity using techniques such as spectroscopy. These 
problems can be fixed by creating more sterile conditions to 
stop contamination, using more test tubes to measure the 
minimum inhibitory concentration, using a pouring technique 
for the zone of inhibition for uniform distribution of the 
microorganisms, and using spectroscopy to determine the 

minimum inhibitory concentration. Specifically, more sterile 
conditions could be achieved by cleaning the workplace 
before working, sterilizing the inoculating loop and straws 
for longer periods of time, and working closer to a lit Bunsen 
burner.

The nosocomial bacteria and fungi are known to survive 
and remain infectious under varieties of environmental 
conditions, including pH and temperature fluctuations (4, 5, 
6, 7, 8). Hence, future experiments should include evaluating 
the effect of temperature on neem extract activity against the 
microorganisms, the effect of pH on neem extract activity, 
the inclusion of other nosocomial organisms that would be 
extracted from hospitals, and the addition of an antibiotic as a 
positive control in the experiment. By studying more variables 
in the experiment, such as temperature and pH, the best 
use of neem extract to inhibit certain nosocomial organisms 
will be narrowed down and scientific knowledge about the 
therapeutic benefits of neem will be enhanced. By using 
more species of bacteria and fungi, effectiveness of neem 
can be studied more accurately, and the data can be used to 
determine better treatment options, specifically for hospital-
like conditions. Also, adding a commonly-used antibiotic by 
hospitals that kill nosocomial organisms to the experiment 
would allow for better comparison of results against neem 
and the antibiotic. 

MATERIALS AND METHODS 
All experimental work was performed in a biosafety level 2 

microbiology laboratory at Kennesaw State University. Neem 
oil and neem powder, manufactured respectively by Mary 
Tylor Naturals LLC and Metiista LLC, were purchased and 
stored in plastic bags in shade to prevent contamination and 
degradation. The following reagents were prepared: 1) A 10% 
solution of neem in distilled water was made with 10 grams 
of neem powder dissolved in 100 mL of distilled water, and, 
2) A 10% solution of neem in 95% ethanol was made with 10 
grams of neem powder dissolved in 100 mL of 95% ethanol.  
Distilled water was used as a negative control, expected to 
have no effect on organisms, and a 10% bleach solution and 
95% ethanol served as positive controls, expected to inhibit 
growth of microorganisms.

The following pathogen strains obtained from the 
American Type Culture Collection and were used in this 
study: Saccharomyces cerevisiae (S288C), Micrococcus 
luteus (NCTC2665), Staphylococcus aureus (MRSA), 
Escherichia coli K12, and Pseudomonas aeruginosa (PA01). 
Samples were refrigerated at 4 degrees Celsius. Under sterile 
conditions, one colony of each microorganism was scooped 
using a loop and  inoculated into 40 mL of nutrient broth 
(Standard I Nutrient Broth obtained from HiMedia Labs) (13). 
Eight inoculations were done for each microorganism, from 
which sterile inoculation loops were used to transfer small 
amounts of the cultures into test tubes containing nutrient 
broth for each microorganism. The microorganisms were 
taken from the parental microorganism strain’s petri plate. 

Table 1. Minimum Inhibitory Concentrations (MICs) of neem powder 
in distilled water and neem oil against select nosocomial organisms.
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Similarly, petri plates were prepared and streaked to create 
a lawn with uniform growth (14). The test tubes placed in an 
orbital shaker and petri plates were incubated for 24 hours at 
37oC. 

To analyze antibacterial activity, an agar well diffusion 
method was followed. After incubation and growth of the 
microorganisms, 6 holes (4 mm in diameter) were punched 
aseptically on each petri plate using a sterile plastic straw. 
On each plate, 100 µL of each test material or control was 
pipetted into a well, which was labeled with different colored 
tape on the bottom of the plate for identification. The petri 
plates were left on a flat bench to dry for one hour and were 
then incubated for 18 hours at 37oC. Thereafter, the petri 
plates were analyzed for the radius of the zone of inhibition 
around each well of each solution using a ruler. There were 8 
replicates for each strain.

To calculate the minimum inhibitory concentration (MIC), 
1, 2, 4, and 6 mL of 10% neem powder in water and neem oil 
were pipetted into a test tube for each microorganism. The 
test tubes were then incubated at 37oC and inserted back into 
the orbital shaker for another 18 hours. The test tubes were 
analyzed for MIC by observing for absence of visible microbial 
growth against natural light and noting that concentration of 
the solution. The MIC for each set of 4 test tubes for each 
microorganism was recorded in a data table.

Statistical analyses were performed using Microsoft Excel 
version 16.16.7. For antimicrobial effectiveness, the mean 
and standard error of 8 data points for each organism was 
calculated and the zone of inhibition data were analyzed 
using the Student’s t-test, defining statistical significance at 
a p-value of < 0.05. All comparisons were made against 10% 
bleach and 95% ethanol, the positive controls. Statistical 
analysis (p ≤ 0.05) was performed to show differences 
between the sizes of the zone of inhibition in positive control 
- 95% ethanol and neem powder in distilled water, neem 
powder in 95% ethanol, and neem oil, which are indicated 
with an * in Figure 1. In addition, the same analysis was 
also conducted between positive control - 10% bleach and 
neem powder in distilled water, neem powder in 95% ethanol, 
and neem oil, which are indicated with a † in Figure 1. # 
indicates that the control outperformed neem oil. Apart from 
the significant data listed in the Table 1, all other comparisons 
showed no differences in statistical significance.
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P0: external pressure (1.013x105 Pa), V0: volume of bubble 
near surface, Vb: current volume of bubble, Pt: current fluid 
pressure exerted on bubble, g: gravitational acceleration 

constant

The following equation can be written as:

This indicates to the notion that the volume of the bubble is 
dependent on its depth, and oscillation.

During the course of a motion through a fluid, an 
object experiences a force exerted opposite to its relative 
movement. This is known as drag force and is given as 
follows (4):

R: radius of the bubble, Ψ(Re): coefficient of resistance.

Archimedes’ Principle states that the upward force on the 
submerged bubble is identical to the weight of the fluid 
displaced by the same bubble. This is attributed to the 
pressure difference in the upper and lower portion of the 
object. The bottom end will experience higher pressure and 
will accelerate the object upwards. This phenomenon is 
expressed as follows:
 

FB=-ρVbg                                                 (Equation 5),
ρ: density of fluid, Vb: bubble volume.

When an object moves through the liquid, it uses energy to 
not only move its own mass but its surrounding fluid as well. 
This additional work done by the object can be interpreted 
as added mass. The volume of the added mass can be 
derived as (5):

I: volume of added mass, R: radius of the bubble
Calculate mass with ρ, the density of the liquid:

Threshold frequency of a bubble is positively 
correlated to the density of the surrounding fluid

SUMMARY
When a fluid is oscillated vertically, under certain 
parameters, bubbles may move downwards instead 
of rising. Prior publications defined the threshold 
frequency as the frequency at which bubbles 
oscillate in a stationary state. Beyond the threshold 
frequency, however, bubbles move downwards. 
This paper investigated the hypothesis that the 
threshold frequency will increase as the density of 
the oscillating fluid increases. The parameters in 
this study were restricted to the frequency of the 
oscillating fluid and the density of the liquid. As the 
fluid density increased, the threshold frequency was 
measured to be higher. Our data analysis concluded 
that the threshold frequency is positively correlated 
to the density of the surrounding fluid. 

INTRODUCTION
 Bubble dynamics have a wide range of potential 

applications from aerospace to medicine. Although their 
motions are generally predictable, abnormal effects often 
occur under vertical oscillations, such as those commonly 
found in transportation mechanics including fuel tanks of 
rockets. At frequencies higher than the threshold oscillation 
frequency, bubbles will sink towards the bottom of the 
container (1). These sinking bubbles may interfere with the 
mechanics and likely impose problems (2). To address this 
issue, we conducted a thorough analysis to determine the 
existence of a threshold frequency that is integral in deciding 
the motion of the bubble. We conducted this experiment to 
test our hypothesis that the increase in fluid density would 
also increase the threshold frequency of the bubble as the 
buoyancy force and added mass of the surrounding fluid 
would decrease (Figure 1). The results also indicated that 
the position of the bubble was a major factor influencing the 
dynamics of the bubble.

In this analysis, the bubble volume pulsations caused 
by Laplace pressure are taken into account. The Laplace 
pressure and the volume pulsations are dependent on the 
external and internal pressure of the bubble, which are 
caused by fluid oscillations (3). Since these bubble pulsations 
are considered to be isothermal, the following condition is 
applied:
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Pt=P0+ρx(g+Aω2  sinωt )                        (Equation 2),
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also increase the threshold frequency of the bubble as the 
buoyancy force and added mass of the surrounding fluid 
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the position of the bubble was a major factor influencing the 
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Equation [6] indicates that the mass of the added liquid is 
half of the displaced liquid. There are additional variations 
of attached mass that consider distinct conditions including 
when bubbles are positioned near plane wall or free 
surface. These other variations, however, can be ignored 
in our experimental model as the ratio between the depth 
of bubble x and radius of bubble R exceeds the value of 
8 (6). The F=ma form of Newton’s Second Law would 
not be appropriate for this situation as the mass is not 
constant. Since the added mass changes with the bubble 
size, a different variation of Newton’s Second Law must be 
employed, in which attached mass variations are taken into 
account (7).

Considering all the forces, the following is achieved:

In summary, equation [9] demonstrates that the “sinking 
bubble” phenomenon occurs when the added mass-induced 
forces exceed the buoyancy and drag forces.

RESULTS
In order to determine the threshold frequencies for the 

three fluids, their motions were first recorded on a 240 fps 
high definition camera and later computed into graphical 
representations in video analysis. The motions of 5 bubbles 
were followed for each frequency. To achieve greater 
accuracy, we controlled the bubble radius and initial depth of 
the bubble.

The threshold frequency ω0 in 99% ethanol (C2H5OH) is 

30 Hz. The same “sinking bubble” phenomenon observed at 

Figure 1. Electron microscopy images of different seperators.

            (Equation 8),

(Equation 9).

Figure 2. 99% C_2 H_5 OH Bubble Position vs Time from 25 Hz 
to 35 Hz at an interval of 5 Hz.

Figure 3. H_2 O Bubble Position vs Time from 25 Hz to 50 Hz at 
an interval of 5 Hz

Figure 4. 50% C_3 H_8 O_3 Bubble Position vs Time from 25 
Hz to 50 Hz at an interval of 5 Hz



FEBRUARY 2020  |  VOL 3  |  56Journal of Emerging Investigators  •  www.emerginginvestigators.orgJournal of Emerging Investigators  •  www.emerginginvestigators.org 16 JANUARY 2020  |  VOL 2  |  3

35 Hz was also observed at 40 Hz, 45 Hz, 50 Hz, 55 Hz, and 
60 Hz. The only minor difference is the angle of the negative 
slope, which becomes increasingly negative as the frequency 
of the oscillation increases from 35 to 60 Hz (Figure 2).

In water (H2O), the threshold frequency ω0 is 35 Hz 
(Figure 3). The velocity of the “sinking bubble” was observed 
to be correlated to the frequency of the oscillation. Parallel to 
our findings in ethanol, as the oscillating frequency increases 
from 35 Hz to 50 Hz, the slope becomes increasingly negative. 
Moreover, there is a larger slope differential from 30 Hz to 35 
Hz and 35 Hz to 40 Hz compared to other frequencies.

The threshold frequency ω0 is 40 Hz in a solution of 50% 
glycerol (C3H8O3) and 50% water (H2O) (Figure 4). As the 
frequency increased beyond 50 Hz, the separation between 
the two liquids (C2H5OH and H2O) became more prominent. 
This can be attributed to the distinct density and mass of 
the two liquids. Furthermore, in frequencies higher than 50 
Hz, the small dimensions of bubbles prohibited an accurate 
analysis of their motions.

DISCUSSION
The threshold frequencies determined in this study are 

not exact values, but rather experimentally calculated values 
(Table 1). The threshold frequency was defined as the 
frequency at which fewer than five bubbles displayed non-
stationary motion. Nevertheless, the data indicates that the 
threshold frequency is correlated with the density of the fluid. 
As the density of the fluid increased, the threshold frequency 
increased. The rationale behind this correlation between 
fluid density and threshold frequency can be attributed to the 
decreased added mass and buoyancy force. 

Equation [4] highlights that the buoyancy force, the force 
responsible for the rising motion of the bubble, is dependent 
on the density of the fluid. It can be concluded that a decrease 
in fluid density will decrease the magnitude of buoyancy force 
and thus allow the sinking phenomenon to occur at a lower 
frequency. However, it is valid that Equation [2] suggests 
otherwise. Equation [2] emphasizes that the density of the 
fluid influences the volume of the bubble. Considering all 
other variables are kept constant and only the density of 
the fluid is increased, the bubble is likely to undergo more 
distinct changes. In short, increase in fluid density will 
further decrease the volume of the bubble and decrease the 
magnitude of buoyancy force. Equation [2] and [4] suggest 
two contrasting relationships between fluid density and 
buoyancy force. However, when the values themselves are 
taken into account, it is evident that the value for fluid density 
is far larger than the bubble volume. To conclude, decrease 
in fluid density decreases the magnitude of buoyancy force.

The added mass of the surrounding fluid is dependent 
on fluid density, as indicated by Equation [6]. The equation 
ascertains that decrease in fluid density will result in 
decreased added mass. As the added mass is an integral 
factor in determining the motion of the bubble, we can indicate 
that the decrease in added mass will increase the impact of 

oscillations. The fundamental equation (F=ma) indicates that 
when a constant force is applied the mass of the object will 
directly determine its acceleration. Applying this notion to 
the motion of the bubble, when the added mass decreases, 
the acceleration of the bubble will increase. Increased 
acceleration results in decreased threshold frequency as 
there is less force needed to be applied for the bubble to sink. 
In accordance with our hypothesis, the data indicated that a 
decrease in fluid density lowers the threshold frequency, as 
it decreases added mass and increases the acceleration of 
the bubble.

Human error was minimized through our experimental 
design which considered a minimum of five trials for each 
frequency. It is true, however, that parameters including 
fluid density, driving frequency, fluid properties, and bubble 
size have a significant role in achieving the “sinking bubble” 
phenomenon. With this in consideration, this experiment 
explored the correlation between density and driving 
frequency alone by reducing the significance of other 
variables. The bubble radius was controlled between certain 
boundaries to promote consistency in exerted forces and 
added mass. Moreover, we attempted to control fluid viscosity 
and other fluid properties of the C3H8O3 solution through 
significant dilutions.

MATERIALS AND METHODS
The following experimental setup was used to generate 

bubbles at controlled oscillation frequencies for all tests 
(Figure 5). A 50 ml cylindrical container containing 45 ml fluid 
(either 99% C2H5OH, H2O, or 50% C3H8O3) was placed on 
the center of the cone of a 30 watt subwoofer run by a DC 
regulated power supply (Protek PL-3003S). A balance was 
used to ensure that the container was positioned consistently. 
A 240 fps camera recorded the data, and a tripod was utilized 
to ensure that the video footage was not susceptible to any 
oscillations.

The experimental amplitude was fixed at 0.005 m by an 
amplifier (Sound Stream U.S.A Handover Hi-Fi Stereo 2 
CHANNEL SS-100). The oscillating frequency was varied by 
a computer application (Tone Generator) at an interval of 5 
Hz, ranging from 25 Hz to 50 Hz. For every interval, a 240 fps 
video was recorded. The durations of the videos were one 
minute from the start of the oscillation. The container was 
then replaced with another containing a different fluid. The 
amplitude was determined through video analysis (Logger 
Pro 3.15). 

The variable H0 was fixed to the origin point where the 
motion of the bubble was first recorded. The radius of the 
bubbles were consistently between 1 mm and 1.2 mm, as 
larger or smaller bubbles were excluded from the analysis. 

Table 1. Threshold Frequencies of Three Fluids with Varying 
Density
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This allowed the relevant parameters including buoyancy 
force, drag force, and added mass to be relatively constant.

Due to the limitations of the video and software, the motion 
of the bubble could not be continuously analyzed through the 
tracker application. Therefore, during the data analysis, the 
lowest point of each cycle was plotted. For instance, when the 
container oscillates once in 4 frames, the bubble was plotted 
every four frames when one oscillating period was completed. 
This allowed a conclusive observation of the general motion 
of the bubble. The depth of the bubble was restricted to the 
following parameter: 0.043<x<0.063.

This depth range was large due to trial to trial variations. 
For each frequency, five bubbles were analyzed to ensure the 
accuracy of the general motion. Thus, a total of 90 bubbles 
were analyzed (6 frequencies each for 3 fluids).

Although bubble dynamics are generally predictable, we 
identified that abnormal motions occur in certain conditions 
of oscillation. The threshold frequency marks the lowest 
frequency at which this anomaly can be observed. We further 
established that a correlation exists between the threshold 
frequency and the fluid density. Our examination of such 
anomaly in bubble dynamics carries seminal significance as 
motions of bubbles have wide range of applications in fields 
such as aerospace and medicine.
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Brassica rapa as a model organism. Brassica rapa, known 
as the Wisconsin Fast Plant, was genetically engineered at 
the University of Wisconsin to have a rapid growth time of 
about 22 days, not including the time to produce seeds. They 
have been extensively researched and have ideal growing 
conditions that are well established (3). The plastics used 
in this study are some of the most common types of plastic, 
primarily plastics used for packaging (2). This includes 
recyclable polystyrene packing peanuts, high-density 
polyethylene (HDPE) milk jugs, biodegradable PET #1 water 
bottles, compostable NaturBag garbage bags, and EcoVation 
mushroom plastic packaging material. The recyclable plastics 
are known to last thousands of years before degrading, while 
biodegradable plastics may also last the same amount of 
time, however, they break down into much smaller polymers. 
Compostable plastics degrade in a range of weeks to months. 
These plastics, as well as a control group with no plastic, will 
be used to test the health of the Wisconsin Fast Plant in an 
environment containing these plastic variants. Additionally, a 
second control group with plants in ceramic pots will be used 
to grow the Wisconsin Fast Plants in an environment devoid 
of plastic, including the plastic seedling containers. 
 Marine-based plastic contamination has been studied 
due to the large plastic waste buildups in ocean basins (1). 
However, plastic buildups occur not only in oceans and lakes, 
but also throughout land ecosystems, and the effects of plastic 
on terrestrial plant and animal health are relatively unknown 
(1). Therefore, we designed this experiment as a starting point 
in researching the effects of plastic pollutants on terrestrial 
plant health. This research addresses the question, what is 
the effect of various plastic pollutants on the growth of the 
Wisconsin Fast Plant through multiple hypotheses. First, we 
hypothesize that if the plastic is recyclable then it will harm 
the plant health due to the toxins that can be released as the 
plastic breaks down in the soil (2). Second, we hypothesize 
that if the plastic is biodegradable, then there will be no effects 
on the plant health because no toxins or organic nutrients 
will be released, and microplastics will not be formed over 
the relatively short timeline of this experiment (1). Finally, 
we hypothesize that the compostable plastics will have a 
positive effect on plant health because of the helpful nutrients 
released, such as nitrogen (4, 5). This experiment aims to test 
this question and the hypotheses that accompany it, as well 
as determine what type of plastic is best, comparatively, for 
the plastics in terrestrial environments. 

The Effects of Various Plastic Pollutants on the Growth 
of the Wisconsin Fast Plant

SUMMARY
Plastic pollutants are known to cause problems 
in ocean basins; however, the effects of plastic 
pollutants on terrestrial life are relatively unknown. 
We performed this experiment to determine the 
effects of various plastic pollutants on the growth of 
Brassica rapa. Five plastic treatment groups, including 
compostable, biodegradable, and recyclable plastics, 
and one control group were prepared. At the end of 
the experiment the number of germinations, flowers, 
biomass, height, soil macronutrients nitrogen, 
phosphorus, and pH were measured. In the first trial, 
the height of the mushroom plastic variants was 
significantly shorter than the height of the polystyrene 
variants. The plants in the mushroom plastic had 
significantly lower biomass in both trials than all of 
the other variants including the control, other than 
HDPE milk jugs. There was no significant difference 
for flowering, germination, nitrogen, or pH in the soil. 
However, there was a significantly large amount of 
phosphates in the soil of the NaturBag compost bags. 
The significant decreases in height and biomass of 
the plants grown in the mushroom plastic show that 
they are impeding the growth, likely by physically 
blocking access to space and therefore nutrients. 
The increase in the NaturBag bags phosphorus levels 
indicates that the NaturBag is breaking down and 
releasing a large amount of phosphorus.
INTRODUCTION
 Since the 1950s, 8.3 billion metric tons of plastics have 
been mass-produced. Only 30% of those plastics are still 
currently in use, with nearly 80% of all plastics ending up 
in landfills or ocean basins at the end of their lifespan (1). 
Only 9% of plastics are recycled, with 8% only being recycled 
once, ending up in landfills after they are discarded for the 
second time (1). Once in landfills, plastics can release toxins 
into the environment (2). Single-use packaging is the biggest 
conventional use of plastics, and most are not recycled when 
discarded. Recently, efforts have been made to produce 
more biodegradable plastics that will break down into smaller 
plastic polymers known as microplastics, and compostable 
plastics, which can be fully broken down into base elements 
(2). Both biodegradable and compostable plastics are thought 
to be more environmentally friendly than recyclable plastics, 
with compostable plastics having the least environmental 
impact (2). 
 This experiment used five different types of plastics and 
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RESULTS
Given Immediate Plastic Exposure
 In trial one, the seeds were planted in the soil at the 
same time as the plastics, and then grown for 22 days within 
controlled conditions. There were 36 plants per group. We 
recorded data for germination, the number of flowers, height, 
biomass, as well as nitrogen, phosphorus, and pH in the soil. 
We performed ANOVAs and t-tests to determine whether or 
not there were significant changes between treatment groups 
for germination, number of flowers, height, and biomass. We 
also recorded changes in nitrogen, phosphorus, and pH in the 
soil. 
 The mushroom plastic was well ahead of the rest of the 
plastics during its growth stages, ending up roughly 5-8 days 
ahead of the typical growth time (Figure 1). The mushroom 
plastic variants reached the stage of life where they were able 
to seed and drop all of their flowers, while all other treatment 
groups were still in the flowering stages of the life cycle. 

 While we were not able to determine whether or not the 
number of flowers remaining on the plants was statistically 
significant, the amounts of flowers were proportional to the 
number of germinations, with the very slight exception of the 
mushroom plastic. This means that roughly the same number 
of flowers were being produced per plant, and the differences 
were insignificant. While the mushroom plastic did not have 
as many flowers on the plants compared to the peanuts, 
which had the same germination, this was to be expected, 
seeing as the plants had started to drop their flowers at the 
end of the growth period. Additionally, there was no significant 
difference in germination rate between any groups (Figure 2). 
Any differences in germination rates were due to chance, and 
were not attributed to the various treatments. 

 There were significant changes in both mean height and 
biomass in trial one. The heights across all treatment groups 
were not significant; however, the difference in height between 
the polystyrene packing peanuts and the mushroom plastic 
was statistically significant (Figure 3, t-test p=0.0466). All 
other combinations were insignificant. The mean plant height 
for the polystyrene condition was 5.8 cm, while the mean 
height for mushroom plastic was 4.9 cm. Although NaturBag 
compost bags had a mean height of 4.5 cm, these plants did 
not have enough germinations, resulting in a larger margin 
of error and no significant difference compared to any of 
the other plastics. The difference in mean biomass between 
mushroom plastic and every other treatment group, except 
for HDPE, was significant (Figure 4, ANOVA and individual 
t-tests). The mean biomass of the mushroom plastic was 
0.057g. Additionally, HDPE had significantly less biomass 
than PET #1, with a mean biomass of 0.062g compared 
to 0.084g, respectively (Figure 4, t-test p=0.0315). The 
mushroom plastic had significantly less biomass compared 
to the control, which means that the mushroom plastic variant 
significantly harmed the biomass of the Wisconsin Fast Plant. 

Figure 2: Germination rates per plastic variant. Germinations for 
each soil type were obtained using a chi-square test comparing 
germination rates to the control group (p=0.9978). This suggests the 
differences in germination between treatment groups were due to 
chance. 

Figure 1: Experimental setup. Left column is compost bags, the 
middle column is ice mountain water bottles, and the right column is 
mushroom plastic. Three days after planting, buds in the mushroom 
plastic are widely seen, with one or two sprinkled throughout the 
compost bags and ice mountain water bottles.

Figure 3: The average height depending on the plastic variants in 
the soil in trial one. The ANOVA is insignificant, p=0.2211, but the 
t-test between polystyrene and mushroom plastic shows mushroom 
plastic is significantly shorter p=0.0466. The error bars are the 
standard error of the mean height in trial 1 (ANOVA).
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 The changes in nitrogen or pH were not significant for 
any of the treatments (Table 1). However, for the phosphorus 
tests, all treatments, including the control, had 5ppm except 
for NaturBag, which had 25ppm. This significant change 
indicates that NaturBag compost bags are causing some 
significant difference in the soil phosphates. 

Pre-Incubation of the Plastics
 In trial two, we implanted the plastics in the soil 18 days 
ahead of the seeds with the assumption that they would 
degrade more and therefore have more noticeable effects 
on the plants. Once again, there were 36 plants per group. 
The changes in the number of flowers per plant, depending 
on the plastic in the soil, were insignificant for both the first 
second trial. The germination rates were not affected by the 
plastics in the soil for either trial one or two. Any variation in 
the germination rates was due to chance. 
 Once again, there were significant changes in the mean 
heights and biomass’. The heights across all plastics were 
decreased compared to the first trial (Figure 3, Figure 5). The 
mean heights were 1.26cm and 1.63cm for the polystyrene 
and mushroom plastics, respectively. They were both 
significantly shorter than all other plastics variants (p<0.05). 
The mean mass of the mushroom plastic was much lighter 
than other plastic groups, at 0.0126g  (Figure 6, p<0.05). This 
trial corroborates the first trial in that the mushroom plastic 
impeded the growth and biomass of the Wisconsin Fast Plant. 

We did not observe significant changes in nitrogen or pH for 
any of the treatments (Table 2). However, for the phosphorus 
tests, all treatments, including the control, had 12.5ppm except 
for NaturBag, which had 37.5-50ppm. This is a significant 
change, meaning NaturBag compost bags are causing some 
significant difference in the soil phosphate. 
 The biomass of Wisconsin Fast Plants was significantly 
decreased by the presence of mushroom plastic in the soil, 
and the phosphorus content in the soil was significantly 
increased in the presence of NaturBag compost bags. 

DISCUSSION
 The biomass of Wisconsin Fast Plants was significantly 
lower in the presence of mushroom plastic in the soil. The 
mushroom plastic is significantly lighter than all plastics 
and the control except the HDPE milk jugs (Figure 4, 
p=0.0315). These results were also corroborated in trial two, 
indicating that this trend was truly due to the plastics. One 
possible reason for this is that the loss of the flowers in only 

Table 1: The results of soil test kits in trial 1. Each trial was repeated 
once per box, or three times per plastic type. The most notable 
difference is a 25ppm phosphorus in the NaturBag soil, compared to 
5ppm in all other soils.

Figure 5: The average height depending on the plastic variants in the 
soil in trial 2. The heights between the various plastic groups were 
significant in trial two (ANOVA p=0.00175). The polystyrene packing 
peanuts and the mushroom plastic are both significantly shorter than 
all other plastics (t-tests p<0.05), but not each other. The error bars 
are the standard error of the mean height in trial 2.

Figure 4: The average biomass depending on plastic variants in 
the soil in trial 1 (ANOVA P=0.0315). The following t-tests between 
mushroom plastic were significant for all other treatments other than 
HDPE (P<0.05). HDPE compared to PET#1 was also significant 
(t-test, P=0.0315). The error bars are the standard error of the mean 
biomass in trial 1.

Figure 6: The average biomass depending on plastic variants in 
the soil in trial 2. The ANOVA of biomass in trial two between all 
of the groups was insignificant (P=0.249). However, t-tests between 
the mushroom plastic and all other groups other than HDPE showed 
significant differences (p<0.05). The error bars are the standard 
error of the mean biomass in trial 2.
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the mushroom plastic group caused the loss of biomass. 
Additionally, the mushroom plastic plants also were shorter 
than the control and other groups. Another possible reason 
for the lack of biomass for the mushroom plastic group is 
that the mushroom plastic broke down, resulting in it taking 
up more volume. By increasing the volume of the plastic in 
the relatively small area, the mushroom plastic could have 
been impeding growth more than the benefits were helping 
the growth (6). By having something hard within the soil, the 
ability for the roots to grow and intake the required nutrients 
becomes more difficult (6). Additionally, the packing peanuts 
rose to the top of the soil when watered, therefore removing 
them from the soil and out of the path of the roots. A future 
experiment regarding these two plastics would be to grow 
them in much larger containers and compare the results 
between the different size containers.

 The differences in flowering and germination were due 
to chance, rather than the plastics in the soil (p=0.9978 for 
trial one, p>0.99 for trial two). While the significance for the 
flowering was not able to be determined in trial one, the 
proportions of flowers to germinations were nearly the same 
(Figures 2 & 3). In trial two, there was no effect of the plastic 
on flowering (p=0.278). Given that the number of flowers 
is reduced by stress put on a plant, an equal proportion of 
flowers help to indicate the conditions are putting an equal 
amount of stress on each different treatment group (7). The 
largest change between the germination rate and flowers 
was the mushroom plastic. However, this change was seen 
to be farther in its life cycle. The plants have the capability 
to seed between 22 and 40 days, with most being around 30 
days (3). This puts the mushroom plastic at about 5-8 days 
ahead of the typical growth expectancy, while the others 
were around the 21-22-day mark as expected. One possible 
reason for this is that if a plant is stressed it may attempt 
to flower and reproduce more quickly and focus energy on 
reproduction rather than growth. Again, growing the plants in 
larger containers may eliminate the space issues. 
 In trial one, an ANOVA showed that there was no 
significance in mean height across all of the six different 
treatment groups, however, a t-test showed a significant 
difference in height between polystyrene and mushroom 
plastic, with mean heights of 5.8 and 4.9 cm, respectively 

(p=0.0466). The difference between polystyrene and 
mushroom plastic is the only significant difference between 
all of the treatment groups, and it indicates that it is likely the 
difference between the heights was due to the plastic in the 
soil. However, in trial two, the results were drastically different 
(p=0.00175). The mushroom plastic was once again the 
smallest. However, the polystyrene was very short as well. 
Similar to the changes in biomass, it is possible this change 
was due to the mushroom plastic impeding the growth of the 
Wisconsin Fast Plant by getting in the way of the roots (6). 
However, because the polystyrene floated, there must be 
some other reason that the packing peanuts were harming 
the height of the plants in trial two. It is important to note that 
while the packing peanuts and the mushroom plastic may have 
been significantly different from each other in trial one, there 
were no significant changes in height compared to the control 
group, indicating that neither one deviated significantly from 
growth with no additional plastics. Additionally, the results 
from trial two are opposite of trial ones, and therefore another 
trial should be run to see which is more accurate. 
 There were no significant changes in the nitrogen or pH 
in the soils of all of the treatment groups for either trial one or 
two. A couple of possible reasons for this are that the plastics 
may not have had enough time to release any nutrients or 
H+ ions into the soil, or that the changes were not detectable 
with the equipment used. Another possibility is that if there 
were significant changes in a nutrient such as nitrogen, it 
could have been absorbed by the Wisconsin Fast Plants, 
and therefore not be detectable in the soil. A possible future 
experiment would be to measure the nitrogen in the plants 
after they were uprooted. While there were no significant 
differences between nitrogen or pH, NaturBag compost 
bags had a phosphorus level of 25ppm, while every other 
treatment group had 5ppm in trial one. A possible reason for 
this is that the NaturBag is composed of more phosphorus 
than any other plastics, and releases it when it degrades. 
Natural polymers, which are what the NaturBag compost bag 
is composed of, are known for fast degradation and could 
possibly have released more phosphates in the course of the 
trial (8). The second trial had similar results on a larger scale. 
The NaturBag had levels of between 37.5-50ppm, while the 
others had phosphorus levels around 12.5ppm. These higher 
levels of phosphorus are approaching a point where they 
may be dangerous if they get into a water supply, because 
the phosphates may cause algal blooms (9). The next step in 
these sets of experiments will be to isolate the NaturBags and 
test the water runoff under similar conditions as the previous 
trials. This will determine whether or not the degradation of 
the NaturBag has risk of being harmful to the environment 
even though it is a compostable plastic. 
 The differences in plastics in the soil of the Wisconsin Fast 
Plant resulted in many significant changes of mean biomass, 
with mushroom plastic and HDPE being significantly lighter 
than most of the other plants in both trials. The changes in 
the number of flowers and the germination rates were due to 

Table 2: The results of soil test kits in trial 2. Each trial was repeated 
once per box, or three times per plastic type. The most notable 
difference is 37.5-50ppm phosphorus in the NaturBag soil, compared 
to 12.5ppm in all other soils.
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chance. There was one significant change in mean height, 
which was between mushroom plastic and polystyrene, 
however, these changes were not significant compared to 
the control group and because of the differences in the two 
trials, it is unclear whether or not the polystyrene is affecting 
the height of the plants. Finally, the soil macronutrients saw 
a significant rise in phosphorus for the NaturBag compost 
bags, indicating something about the bags causes increased 
phosphorus in the soil. Future experiments could be attempting 
the same experiment in a larger growing container, to lower 
the likelihood of the plastics impeding growing space. While 
the plastics overall seemed to have very few negative impacts 
on growth, this does not imply that they do not have negative 
impacts on the health of the plants, with the color of leaves 
possibly indicating a less healthy plant. Additionally, there may 
be problems later in life that were not addressed. A possible 
future experiment to test the long term effects would be to 
carry the tests through multiple generations. Additionally, it 
would be important to test these effects with even smaller 
plastics, such as microplastics. Another important note is that 
while the plastics were not stuck in the soil, many of them 
did float when watered. In a real-world situation, this would 
mean the plastics would be carried into water supplies, and 
eventually out to oceans, where their negative impacts have 
been well documented and explored. 
 A third trial has been started which is focusing on the 
phosphorus from the NaturBag, and the possible effects that 
come through water runoff. It will use a spectrophotometer to 
more accurately measure the phosphorus content. 
 Between trials one and two, the significant changes in 
mean biomass and the amount of phosphorus in the soil 
showed the same trends, despite the incubation period. 
The mean biomass of the mushroom plastic was less than 
the others, indicating that something about the compostable 
mushroom plastic caused a decrease in growth. Similarly, the 
NaturBag released substantially more phosphorus in both 
trials, although the impacts of that phosphorus on the plants’ 
growth were not noticeable. 

MATERIALS AND METHODS
Standard Growth Conditions
 The growing conditions for this experiment were closely 
controlled through the use of a Conviron growth chamber, 
which controls temperature, humidity, and light levels in an 
enclosed environment. Wisconsin Fast Plants were grown in 
1” by 1” by 2.25” plastic planting containers, as well as a control 
group in a similar-sized ceramic pot. These pots were filled 
with 26.5 to 28.5 grams of untreated topsoil. The plants were 
watered three times a week, typically Monday, Wednesday, 
and Friday, with 10 mL of tap water per container. There were 
two Wisconsin Fast Plant seeds per container, which were 
planted about 1 cm under the soil. The plants were grown for 
22 days in a Conviron growth chamber, which maintained a 
constant temperature of  22°C and a constant 24-hour light 
on the brightest available setting. The Conviron chamber 

was also supposed to keep the relative humidity constant, 
however, the sensor did not work and the chamber was kept 
at around 35--55% humidity. These growing conditions were 
recommended by the University of Wisconsin (3). 

Growth Conditions with Plastics
 To test the effects of various plastic pollutants, the varying 
types of plastics were placed in the growing containers. 
There were 6 groups with 18 growing containers each or 36 
seeds per group. The first group was a control group with 
no additional plastic. The second and third groups were the 
recyclable plastics: polystyrene packing peanuts and HDPE 
milk jugs. The fourth group was a semi-biodegradable plastic: 
the PET #1 Ice Mountain water bottles. The fifth and sixth 
groups were the compostable plastics: the mushroom plastic 
and the NaturBag compost bags. One additional group with 
the same amount of seeds was grown with no plastics in small 
clay pots. All plastics were cut into two 1 cm by 1 cm squares, 
with as close to 1 cm of depth as possible. The plastics were 
inserted about the same depth as the seed to maximize 
contact with the seed; however, many of the plastics came 
loose and rose to the top of the soil during watering.
For the second trial, the soil and plastics were mixed and 
then kept damp, with the same conditions as the Conviron 
chamber, for 18 days. The seeds were then planted, and the 
trial was completed as before. 

Metrics for Growth
 The Wisconsin Fast Plants growth was measured by 
counting the flowers and germination rates, measuring the 
biomass at the end of the 22-day trial, measuring the final 
height, and measuring the soil nutrients before and after the 
trial. To measure the final height, the plants were measured 
on the twenty-second day from the base of the soil to the top 
of the tallest shoot in centimeters. To measure the biomass, 
the plants were uprooted, the soil was washed off; they were 
dried, and then massed in grams. To take measurements of 
the soil nutrients, nitrogen, and phosphorus, as well as the 
pH, LaMotte soil macronutrient test kits were used following 
the manufacturer’s instructions. These tests were taken once 
from the soil before the test and then once per box, totaling 
three times from each plastic, from the soil after the test. 

Statistical Analysis
 To determine if there were statistically significant 
differences in biomass, plant height, flowering, germination, 
and soil macronutrient levels, ANOVAs, t-tests, and Chi-
squares were run using Google sheets. Chi-squares were 
run using the actual number of germinations compared to the 
control group, but are represented in Figure 2 as percentages. 
Changes were considered significant at p<0.05.
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INTRODUCTION
Electromagnetic fields (EMF) consist of electric and 

magnetic waves that feed off each other and produce each 
other, producing a forward propagation of waves (2). The 
EMF produced by Wi-Fi routers is non-ionizing, i.e. it does 
not carry enough energy to remove electrons from atoms (1, 
3, 4, 5). Wi-Fi is used to connect computers, smartphones, 
and other devices to the Internet or each other. In developed 
countries, many households and businesses use Wi-Fi 
EMF at all times, which means that many humans are under 
constant Wi-Fi EMF exposure. Also, there is less scientific 
literature investigating Wi-Fi EMF’s health effects than there 
is for cellphone EMF. Given Wi-Fi EMF’s widespread and 
growing usage, scientists must carefully evaluate whether 
Wi-Fi EMF has health effects on humans. 

The purpose of this research project was to determine 
whether Wi-Fi electromagnetic fields affect the health of 
Drosophila melanogaster. D. melanogaster is a model 
organism for scientific research, as much of its biology and 
physiology mirrors that of other organisms, including humans 
(6). The focus of this study was to investigate the effects of Wi-
Fi EMF, if any, on the D. melanogaster as a whole organism. 
If statistically significant results emerged at the organismal 

level, targeted research might be conducted by the scientific 
community to determine the specific D. melanogaster 
physiology affected most by Wi-Fi EMF, which could translate 
to human physiology.

We hypothesized that Wi-Fi EMF Radiation would affect 
D. melanogaster as measured by changes in the number 
of progeny adults, the number of pupae, the number of 
progeny males, the number of progeny females, the progeny 
adult:pupa ratio, and the male:female ratio. Changes in these 
variables could be caused by a variety of effects, including 
effects on fecundity, development, or survival. The term 
“progeny adult” indicates an eclosed adult D. melanogaster 
that was an offspring of the male and female D. melanogaster 
pair introduced to the vial. A progeny adult was exposed to 
Wi-Fi EMF for its entire life cycle, and was the offspring of a 
D. melanogaster pair that had been exposed to Wi-Fi EMF 
for their entire life cycle. Different statistical comparisons 
separated progeny adults into “progeny males” and “progeny 
females” to investigate whether sex-selective effects 
occurred. 

RESULTS
At the start of the experiment, no affordable and effective 

apparatus suitable for a home setting could be found 
to produce controlled concentrations of EMF for testing 
with D. melanogaster. Therefore, a testing chamber had 
to be engineered that was both affordable and provided 
effective EMF control inside the chamber while keeping 
the D. melanogaster healthy. The Box Setup (Figure 1) is 
the testing chamber engineered for this purpose. Four Box 
Setups (Figure 1A) were constructed, one for each of the 
three concentrations and the control. The Box Setups each 
had design features (Figure 1B) that successfully prevented 
exterior EMF from entering, provided a means of ensuring 
that all the Wi-Fi routers were functioning, were grounded 
Faraday cages (7, 8), maintained adequate humidity, had 
consistent air circulation, and were quiet. The temperature 
fluctuated between 22 and 25 degrees Celsius, which did not 
negatively affect the D. melanogaster (9).

Three concentrations of Wi-Fi EMF and a control were 
tested (Table 1). The different concentrations were produced 
by covering the Wi-Fi router antennae with carbon fabric 
EMF-absorbent sleeves of varying sizes. The concentrations 
tested were percentages of the full Wi-Fi EMF dose from a 
TP-LINK® Wi-Fi router, determined from EMF measurements 
taken in this study. Since the TP-LINK® Wi-Fi router is 

Effects of Wi-Fi EMF on Drosophila melanogaster

SUMMARY
 
Wi-Fi is commonplace in developed countries, and 
the number of people exposed to it is increasing. 
The health effects of Wi-Fi electromagnetic fields 
(EMF) are not well-documented. This research 
study engineered an apparatus, a “Box Setup,” to 
expose fruit flies, Drosophila melanogaster, to three 
concentrations of Wi-Fi EMF and a control. Wi-Fi 
EMF exposure produced a statistically significant 
decrease in the number of total progeny adults, and 
number of pupae. There was no significant effect on 
the progeny male:female ratio, nor the adult:pupa 
ratio. Only the highest Wi-Fi EMF concentration (100%) 
decreased the number of progeny adults, number 
of progeny females, and number of pupae; whereas 
even a low EMF concentration (5%) decreased the 
number of progeny males. This suggests that male D. 
melanogaster are more sensitive to Wi-Fi EMF than 
female D. melanogaster. Further research is needed to 
identify what aspects of fruit fly biology are affected 
by Wi-Fi EMF exposure, and why males are more 
sensitive than females.

Mary Anand and Herm Anand
Anand Homeschool, Pittsburgh, PA
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intended for home use, the Wi-Fi EMF concentrations tested 
are likely levels that humans experience. 

To analyze the data, ANOVA and t-test statistical tests 
were conducted and graphs were constructed. The graphs, 
which display the mean number of D. melanogaster for each 
Wi-Fi concentration, show a negative trend: as the Wi-Fi EMF 
concentration increases, the number of D. melanogaster 
decreases. This negative correlation can be observed for 
the comparisons involving the number of progeny adults, 
the number of pupae, the number of progeny males, and the 
number of progeny females. The trend does not appear for 
the male:female ratio or the adult:pupa ratio. 

When collecting data, the D. melanogaster vials exposed 
to the 20% concentration were placed upright in the freezer 
causing the adult flies to freeze into the medium. Therefore, 
the data for the number of progeny males, number of progeny 
females, and male:female ratio could not be collected for this 
concentration. This disturbance compromised the accuracy 
of the data collected for the number of progeny adults and 
the number of pupae since these data could not be collected 
the same way as they were for the other concentrations. 
Though these data could not be assumed to be reliable 
under these conditions, the data collected for the 20% 
concentration did follow the negative trend observed for the 
other concentrations; namely, as the concentration of Wi-Fi 
EMF increases, the number of D. melanogaster decreases. 

Further research is needed to confirm these results for the 
20% concentration. 

The hypothesis was that Wi-Fi EMF Radiation would affect 
D. melanogaster as measured by changes in the number 
of progeny adults, the number of pupae, the number of 
progeny males, the number of progeny females, the progeny 
adult:pupa ratio, and the male:female ratio

For the number of progeny adults, high levels of Wi-Fi 
EMF exposure (100% concentration) reduced the number 
of flies, but low levels (5% concentrations) did not. ANOVA 
comparison (α=0.05) of the number of progeny adults 
across all EMF concentrations (0%, 5%, 100%) produced 
a statistically significant result; the p-value was less than 

Figure 1. Box Setup Photo and Diagram. Not pictured are the carbon-impregnated fabric sleeves placed on the Wi-Fi router antennae 
to create different EMF concentrations. D. melanogaster were placed inside each Box Setup to receive EMF exposure of a specific 
concentration. Pictured are the (A) Wi-Fi router under the roof of the Wi-Fi Chamber, (B) Wi-Fi Chamber with a door flap for access inside, 
(C) Drosophila melanogaster Chamber with a door flap for access inside, (D) vial with a D. melanogaster male and female (each Box Setup 
had 15 vials); vial positioned in a grid square that has mean EMF measurements within the defined range for that EMF concentration, (E) 
Grid on floor of D. melanogaster Chamber used for EMF measurement and vial positioning, (F) Air tubes to provide air circulation in the 
D. melanogaster Chamber, two air tubes provided air input and two provided venting, the four tubes were gathered in a bundle to exit the 
shielding, (G) Thermometer with bulb covered in EMF-reflective shielding and inside D. melanogaster Chamber while the end protruded 
outside for easy temperature reading, (H) Carbon impregnated fabric for EMF-absorbent shielding surrounded the D. melanogaster 
Chamber, (I)  aluminum foil EMF-reflective shielding surrounded the entire Box Setup, (J) Alligator clip for grounding system was attached 
to EMF-reflective shielding then plugged into the wall outlet’s “Ground”, (K) Piece of EMF-reflective shielding to cover the seam between 
the Wi-Fi Chamber and the D. melanogaster Chamber, (L) 100% EMF concentration Box Setup, (M)  5% EMF concentration Box Setup, 
(N) Control Box Setup, (O) 20% EMF Concentration Box Setup, (P) Power cord for Wi-Fi Router, (Q) Power strip for Wi-Fi Router’s power 
supply, (R) Power strip for grounding system, (S) Air valve for air circulation system

Table 1. Wi-Fi EMF concentrations tested on D. melanogaster. 
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α (p=0.0013; Figure 2). Two-tailed t-test comparison 
(α=0.025) of the 0% and 100% concentrations produced a 
statistically significant result since the p-value was less than 
α (p=0.00076), with a Hedge’s gs effect size of 1.4 and a 95% 
CI:  [0.62, 2.3]. There was no significant difference between 
the 5% and 0% concentrations.

Another way that the effects of Wi-Fi were measured was 
by comparing male and female progeny adults.  The results 
suggest that male flies are more sensitive to Wi-Fi EMF than 
female flies. Even at a low (5%) concentration, the number 
of progeny males was significantly fewer than the control.  
ANOVA comparison (α=0.05) of the number of progeny 
males for concentrations 0%, 5%, and 100% produced a 
statistically significant result (p=0.0036; Figure 3). Two-tailed 
t-test comparison (α=0.025) of the 0% and 5% concentrations 
yielded a p-value less than α (p=0.0030), with a Hedge’s gs 
effect size of 1.2 and 95% CI: [0.41, 2.0]. Two-tailed t-test 
comparison (α=0.025) of the 100% and 0% concentrations 
produced a p-value less than the α (p=0.0069), with a Hedge’s 
gs effect size of 1.1 and 95% CI: [0.33, 1.9]. 

For progeny female adults, high levels of Wi-Fi EMF 
exposure (100% concentration) reduced the number of flies, 
while low levels (5% concentration) did not. ANOVA comparison 
(α=0.05) of the number of progeny females for concentrations 
0%, 5%, and 100% produced a statistically significant result 
(p=0.0014; Figure 4). Two-tail t-test comparison (α=0.025) 
of the 100% and 0% concentrations also yielded a p-value 
less than α(P=0.00053), with a Hedge’s gs effect size of 1.4 
and 95% CI: [0.64, 2.3]. There was no significant difference 
between the 5% and 0% concentrations. 

To investigate whether Wi-Fi EMF has developmental 
effects, the number of pupae was also analyzed. High levels 
of Wi-Fi EMF exposure (100% concentration) decreased the 
number of pupae, but lower levels (5% concentration) did 
not. ANOVA comparison (α=0.05) of the number of pupae 
across all EMF concentrations (0%, 5%, 100%) produced 
a statistically significant result (p = 0.0035; Figure 5). Two-
tailed t-test comparison (α=0.025) of the 0% and 100% 
concentrations yielded a p-value less than α (p=0.0019), 

Figure 2. Effect of EMF on Number of D. melanogaster Adult 
Progeny. Bars represent mean number of progeny adults for each 
EMF concentration. Error bars represent one standard error above 
the mean and one standard error below the mean. 

Figure 3. Effect of EMF on Number of Progeny Male Adults. 
Bars represent mean number of progeny male adults for each EMF 
concentration. Error bars represent one standard error above the 
mean and one standard error below the mean. 

Figure 4. Effect of EMF on Number of Progeny Female Adults. 
Bars represent mean number of progeny female adults for each 
EMF concentration. Error bars represent one standard error above 
the mean and one standard error below the mean.

Figure 5. Effect of EMF on Number of Pupae. Bars represent 
mean number of pupae for each EMF concentration. Error bars 
represent one standard error above the mean and one standard 
error below the mean. 
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with a Hedge’s gs effect size of 1.3 and 95% CI: [0.50, 2.1]. 
There was no significant difference between the 5% and 0% 
concentrations. 

Wi-Fi EMF’s effect on the male:female ratio is unclear. 
A low (5%) concentration showed a marginally significant 
decrease, whereas the 100% concentration showed no 
significant difference. ANOVA comparison (α=0.05) of 
concentrations 0%, 5%, and 100% produced a p-value 
less than the α, and was statistically significant (p=0.038; 
Figure 6). Two-tailed t-test comparison (α=0.025) of the 
5% and 0% concentrations (p=0.089) was marginally non-
significant, since the p-value is close to the α. Two tail t-test 
comparison (α=0.025) of the 100% and 0% concentrations 
(p=0.23) did not produce p-values below the α, and was not 
statistically significant. Visual observation of the chart did 
not show any obvious pattern in the male:female ratio as the 
EMF concentration increases. Further research is necessary 
to determine how Wi-Fi EMF exposure affects the progeny 
male:female ratio. 

None of the statistical comparisons of the adult:pupa ratio 
emerged as statistically significant (Figure 7). This suggests 
that Wi-Fi EMF exposure does not affect the adult:pupa ratio 
of D. melanogaster.

 

DISCUSSION
The results of this study show that Wi-Fi EMF has a 

statistically significant effect on the number of total progeny 
adults, number of progeny males, number of progeny females 
and number of pupae. The progeny adult male:female ratio 
was not significant. There was no statistically significant 
effect for the progeny adult:pupa ratio. This suggests that 
when D. melanogaster are exposed to Wi-Fi EMF, the 
number of progeny adults, number of progeny male adults, 

number of progeny female adults, and number of pupae, are 
reduced. Results for the progeny adult male:female ratio are 
inconclusive. Meanwhile, the results suggest that the progeny 
adult:pupa ratio is unaffected. The results of this study support 
the hypothesis, since they suggest that Wi-Fi EMF affects D. 
melanogaster.

Since the t-tests performed were two-tailed, their 
statistical significance does not indicate whether the number 
of D. melanogaster increased or decreased. However, there 
was no reliable data collected for the 20% concentration and 
if this data is excluded from the charts, a clear negative trend 
is apparent. As the Wi-Fi EMF concentration increased, the 
number of flies decreased. This trend applies to the mean 
number of progeny adults, mean number of progeny male 
adults, mean number of progeny female adults, and mean 
number of pupae. This negative correlation does not seem to 
exist for the male:female ratio or the adult:pupa ratio. 

Given this negative correlation, the results suggest that 
only a high concentration of EMF (100%) decreases the 
number of progeny adults, the number of progeny females, 
and the number of pupae, and that low (5%) EMF levels do 
not produce a statistically significant effect. It may be that 
these groups are only affected when Wi-Fi EMF surpasses 
a threshold concentration. In contrast, even a low EMF 
concentration (5%) produced a statistically significant 
decrease in the number of progeny males. This suggests that 
male D. melanogaster are more sensitive to EMF than female 
D. melanogaster. There was not a statistically significant 
difference in the progeny adult:pupa ratio for any EMF 
concentration, which suggests that EMF exposure does not 
impair eclosure of pupae. The results for the male:female ratio 
are inconclusive, since the ANOVA comparison produced 
a p-value less than the α, but the t-test comparisons to the 
control did not. 

Further research is necessary to identify which 
specific aspects of D. melanogaster biology—such as 

Figure 6. Effect of EMF on Male:Female Ratio of Adult Progeny. 
Bars represent mean male:female ratio for each EMF concentration. 
This is the data before the logarithmic transformation. Error bars 
represent one standard error above the mean and one standard 
error below the mean.  

Figure 7. Effect of EMF on Adult:Pupa Ratio. Bars represent 
mean progeny adult:pupa ratio for each EMF concentration. This is 
the data before the logarithmic transformation. Error bars represent 
one standard error above the mean and one standard error below 
the mean. 
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fecundity, hormone modulation, eating behavior, or larval 
development—are affected to cause the decrease in the 
number of D. melanogaster. Research into specific areas of 
D. melanogaster biology, and research using more complex 
organisms such as mice, could shed light on any effects of Wi-
Fi EMF for humans. Another relevant question is whether Wi-
Fi EMF has generational effects. This could be investigated 
by studying multiple generations of D. melanogaster and 
focusing on generational effects. Further research is needed 
to determine Wi-Fi EMF’s effects on the male:female ratio. 
Future studies could employ a two-way ANOVA to better 
understand Wi-Fi EMF’s effect on the male:female ratio. 

The Box Setup apparatus could be improved by adding 
a parabolic reflector to the Wi-Fi Chamber of the Box Setup, 
which could produce more consistent EMF measurements 
across the grid on the floor of the D. melanogaster chamber 
of the Box Setup. The D. melanogaster chamber should also 
be lined with a more effective EMF-absorbent material than 
the carbon-impregnated fabric used in this experiment to 
improve EMF absorbance and mitigate standing waves. The 
D. melanogaster chamber could also be modified so that EMF 
concentrations on the grid floor can be measured while the 
door flap is closed and all the shielding is in place. 

A published experimental setup designed to expose 
small animals, such as mice, to controlled concentrations 
of EMF experienced many of the same physics challenges 
encountered in this experiment, and this setup could be 
utilized for future research with Wi-Fi EMF (11). 

The implications of this study extend beyond Wi-Fi usage. 
Non-ionizing Radiofrequency EMF, which is the type of EMF 
used for Wi-Fi, is also produced by cellphones, smart meters, 
and cellphone towers (1, 3, 4, 5). These technologies may 
exhibit similar biological effects as Wi-Fi.  

An uncontrolled variable that may have occurred is slight 
warming of the D. melanogaster vials from the EMF; however, 
a warmer temperature would be expected to accelerate the D. 
melanogaster life cycle (9, 10) and subsequently increase the 
number of progeny, not decrease the number of progeny, as 
occurred with Wi-Fi EMF exposure in this experiment. If the 
Control (0% EMF concentration) D. melanogaster chamber 
was consistently warmer than the other three D. melanogaster 
chambers, this could explain its greater number of progeny. 
However, this was not the case. The D. melanogaster 
chambers with the higher EMF concentrations sometimes 
experienced slightly higher temperatures than the others, 
yet they had fewer progeny. Throughout the experiment, the 
four D. melanogaster chambers were kept at approximately 
24 degrees Celsius. The control D. melanogaster chamber 
and the 5% EMF concentration D. melanogaster chamber 
sometimes measured 0.5 degrees Celsius less than the 
D. melanogaster chambers for the 100% and 20% EMF 
concentrations. This cooler temperature was probably 
because the 5% and control D. melanogaster chambers 
were positioned closer to an exterior wall and this experiment 
was conducted in winter. Throughout the experiment, the D. 

melanogaster chambers were 22 to 25 degrees Celsius. 
The D. melanogaster vials and foam plugs likely reflected 

or absorbed a small percentage of the Wi-Fi EMF. However, 
the nature of Wi-Fi EMF is such that it penetrates many types 
of materials so that it can provide Wi-Fi service throughout 
an entire home. The influence of the vials and foam plugs 
on the D. melanogaster ’s EMF exposure is negligible for the 
purposes of this experiment. Furthermore, any effect the 
vials and foam plugs had on the Wi-Fi EMF exposure is a 
controlled variable, because all of the D. melanogaster were 
placed in the same type of vials with identical foam plugs.  

Due to the wave nature of EMF, a change in the polarity 
or angle of the EMF meter, a change in the EMF shielding’s 
position, or a three centimeter (cm) change in the position 
of the EMF meter caused the EMF measurement to change 
unpredictably. In addition, EMF measurements may have 
changed when the shielding was positioned over the door 
flap. This is a limitation of this study, but is consistent across 
all the Box Setups including the control.

 

METHODS

Summary of Procedure
Four Box Setup apparatuses were designed and 

constructed. Each apparatus consisted of two cardboard 
boxes on top of each other. The top box was the “Wi-Fi 
chamber,” with a router inside, and the bottom box was the 
“D. melanogaster chamber,” where the D. melanogaster vials 
were placed.  

The Box Setup apparatus required intensive design and 
construction. First, a thermometer, air tubes, and a Wi-Fi 
router were installed in each Box Setup. The Box Setups were 
then covered with EMF shielding. EMF-reflective shielding 
used was Reynolds Wrap® Extra Heavy Duty aluminum foil, 
and EMF-absorbent shielding used was carbon-impregnated 
fabric. Sleeves of the carbon-impregnated fabric were placed 
on the Wi-Fi router antenna to attenuate the Wi-Fi EMF. 
Different-sized carbon fabric sleeves were used to make 
the different concentrations of Wi-Fi EMF Radiation. The 
control (0% concentration) was achieved by placing two 
layers of  aluminum foil between the Wi-Fi chamber and the 
D. melanogaster chamber, blocking all measurable EMF. The 
air supply, grounding system, and electrical system were 
connected to each Box Setup. Grounding of the Box Setups 
was done based on a study in which the aluminum Faraday 
Cage did not successfully block EMF until it was grounded 
(8). A grid was marked on the floor of the D. melanogaster 
chamber and five EMF measurements were taken in each 
square of the grid. Microsoft Excel was used to calculate the 
mean of these five measurements. The squares of the grid 
which had mean EMF measurements which fell within the 
defined EMF ranges were chosen for D. melanogaster vial 
positioning. 

Upon completion of a functional Box Setup for each 
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cardboard is a poor thermal conductor, and therefore a 
good insulator (20). If the carbon fabric lined the inside of 
the cardboard box, then as it absorbed EMF, the cardboard 
would retain the heat. For this reason, the carbon fabric was 
layered on the exterior of the cardboard boxes, so that any 
heat produced by EMF absorption would be transferred to the 
environment, and not be trapped in the cardboard box. The 
EMF-reflective shielding, aluminum foil, was placed as the 
outermost layer, on top of the carbon fabric since its thermal 
conductivity is 210 Wm-1K-1, indicating that it is a good thermal 
conductor and heat is readily conducted out of it (20). So, any 
heat produced by the carbon fabric absorbing EMF would be 
easily transferred to the aluminum foil, and be transferred to 
the surrounding air. As expected, the temperature inside the 
Box Setups did not increase over time as it would if heat was 
trapped inside.

Construction of "Box Setup" Testing Apparatus
Each Box Setup consisted of two 46 by 32 by 35 cm 

cardboard boxes stacked on top of each other. Cardboard 
boxes were chosen as the structure for the testing chamber 
because of their shape, sturdiness, and availability. The 
upper box, the “Wi-Fi Chamber” contained the TP-LINK® 
Wi-Fi router (21), the source of the EMF. This Wi-Fi router 
was selected because it was one of the most highly rated 
routers available for home use at the time of the experiment. 
The lower box, the “D. melanogaster Chamber” held the D. 
melanogaster vials. 

In addition to effective control of EMF within the testing 
chamber, other objectives for the Box Setup were determined. 
Control of EMF levels inside the chamber was maintained by 
the twofold strategy of blocking exterior EMF from entering 
and absorbing EMF reflections inside the chamber. Different 
concentrations of EMF were created by changing the size 
of sleeves of absorbing EMF material placed over the Wi-
Fi router antennae. To maintain the D. melanogaster inside 
the closed testing chamber, an air circulation and humidity 
system were installed. Relative humidity was maintained at 
approximately 40%, a level high enough to avoid the drying 
of the medium and low enough to avoid mite infestation or 
bacterial contamination. 

So that the Control vials would also be exposed to any 
heat that could have been produced by the router, the Wi-Fi 
chamber in the Control Box Setup also contained a Wi-Fi router 
that was producing Wi-Fi. The control (0% concentration) was 
achieved by placing two layers of  aluminum foil between the 
Wi-Fi Chamber and the D. melanogaster chamber. 

The flat floor of the D. melanogaster chamber ensured that 
all the D. melanogaster vials would rest on an even surface. 
This was pursued because EMF exposure can change when 
there is a difference in position of only a few millimeters. 
However, after observing the nature of EMF, the authors do 
not think that the flat floor feature made a measurable impact 
on EMF exposure. Nevertheless, the flat floor was a useful 
feature to make the grid squares easier to draw. 

EMF concentration, the focus was shifted towards the D. 
melanogaster. Sixty vials were prepared with medium, 
distilled water, and yeast. D. melanogaster adults, which 
were 1-4 days old, were anesthetized and sexed. One male 
and one female D. melanogaster were placed in each vial. 
The vials were positioned in grid squares with mean EMF 
measurements within the defined Wi-Fi EMF ranges. There 
were 15 vials for each EMF concentration. After positioning 
the vials, the fronts of the D. melanogaster chambers were 
covered with shielding. (See Figure 1) The D. melanogaster 
were exposed to Wi-Fi EMF for 14 days. The D. melanogaster 
vials were then removed from the Box Setups and frozen. The 
data was collected and recorded for the number of progeny 
adults, number of progeny males, number of progeny females, 
number of pupae, male:female ratio, and adult:pupa ratio. 

Choice of Shielding Materials
Aluminum was chosen as an EMF reflective material 

because at 1.5 GHz/s and 3.0 GHz/s, 99.0% of EMF is 
reflected by aluminum (12). The Wi-Fi EMF used in this 
experiment was 2.4 GHz, which falls within this range. Very 
little EMF travels through aluminum at Gigahertz frequencies 
(12). Extra Heavy Duty  aluminum foil is chiefly aluminum 
(98.5%), and the remaining metals are mostly iron and silicon 
(13). 

The Skin Effect principle (14, 15) was used to confirm 
that Extra Heavy Duty  aluminum foil (thickness of 32 µm) is 
suitable for EMF reflective shielding.

 
Skin Effect Depth equation: δ=√( ρ/πfμ)

δ is the skin effect depth in m,
ρ is the resistivity of the conductor in Ω x m ,
f is the frequency of the EMF wave in Hertz , 
µ is the absolute magnetic permeability. This is the relative 

permeability of the conductor multiplied by 4π x 10-7 H/m.

For aluminum, the skin depth is ≈ 1 µm. So, after 
every 1 µm of aluminum thickness, EMF power density is 
decreased by 1/e. After 32 µm, the thickness of Extra Heavy 
Duty  aluminum foil, the power density is (1/e)32, which is 
approximately 10-14. Carbon is EMF absorbent in some forms 
(16, 17). A carbon-impregnated fabric, “Microwave Absorbing 
Sheet,” was obtained as an EMF absorber for this experiment 
(18, 19). The Less EMF website, where the carbon fabric 
was purchased, advertised it as an effective EMF absorbent 
material, providing more than 25 decibels of attenuation at 2 
GHz. Carbon fabric was selected instead of other available 
EMF attenuating fabrics made from silver and nickel because 
those fabrics have antimicrobial properties. Antimicrobial 
properties could adversely affect the D. melanogaster which 
rely on a variety of microbes to ferment their medium.  

Steps were taken to avoid build-up of heat inside the 
Box Setup. In theory, EMF is converted to heat as the EMF-
absorbent carbon fabric absorbs it. Cardboard boxes have 
a thermal conductivity of 0.21 Wm-1K-1, indicating that 



FEBRUARY 2020  |  VOL 3  |  70Journal of Emerging Investigators  •  www.emerginginvestigators.org 29 JANUARY 2020  |  VOL 2  |  Journal of Emerging Investigators  •  www.emerginginvestigators.org

off. A circular opening for the Wi-Fi router’s power cord was 
made by punching a thick pen through the ceiling of the box 5 
cm from the back edge, 13 cm from the left edge. The power 
cord was inserted through the opening and connected to the 
Wi-Fi router. The Wi-Fi router button was pressed to the “On” 
setting so that when power was connected, Wi-Fi EMF would 
begin automatically. The Wi-Fi Chamber was taped on top of 
the D. melanogaster Chamber using packing tape, making a 
Box Setup. The door flap was taped shut with painter’s tape.

Construction of D. melanogaster Chamber
The “D. melanogaster Chamber” was identical for all four 

Box Setups. Using packing tape, the floor was taped with the 
longer cardboard flaps facing inwards, making a flat floor for 
the vials to rest on. Packing tape was used to seal all edges 
and seams of the box. Measurements were drawn using an 
aluminum T-square. A utility knife was used to cut openings. 
A door flap was cut in the front of the box to provide access 
to the interior of the D. melanogaster Chamber. The left edge 
of the box served as the hinge for the door flap. The door flap 
was cut from the front of the box 23 cm from the left edge, 4 
cm from the top edge, and 4 cm from the bottom edge. A 5 
cm sturdy ribbon was stapled to the right edge of the door 
flap to be used for opening it. Circular openings for air tubes 
for the air circulation system were made by punching a sharp 
pencil through the walls of the box. For the front and back of 
the box, openings were made 2 cm from the bottom edge and 
23 cm from the left edge. For the right and left sides of the 
box, openings were made 18 cm from the left edge and 28 cm 
from the bottom edge. A rectangular 2.5-cm by 1-cm opening 
for the thermometer was made on the right side of the box 
11 cm from the left edge and 4 cm from the bottom edge. 
Plastic aquarium airline air tubing was then cut for the air 
circulation system: two 90-cm pieces and two 50-cm pieces. 
The 90 cm pieces were labeled “O” for output, and the 50 cm 
pieces were labeled “I” for input. Two rotations of 2 cm wide 
masking tape were wrapped around the end of each air tube 
piece. The 50 cm air tubes were inserted through the circular 
openings made in the front and back of the box, and the 90 
cm air tubes were inserted through the openings in the right 
and left sides of the box. The piece of masking tape wrapped 
around the end of each tube prevented the tubes from falling 
out of the openings. Wood glue was used to keep the air 
tubes in place. Pieces of masking tape were used to secure 
the air tubes along the outside walls of the box, so that they 
all came together at the back. The air tubes were gathered 
in a bundle, secured with a Velcro® strip, then secured with 
4 cm wide masking tape, then secured with a Velcro® strip, 
then secured with 4 cm wide masking tape, then secured with 
a Velcro® strip.

Emitting Different Concentrations of Wi-Fi
EMF-absorbing carbon impregnated fabric shielding was 

placed on the Wi-Fi router antennae by rolling the fabric into 

A layered shielding system was used so that openings 
in the shielding could be made without allowing measurable 
amounts of exterior EMF to enter the Box Setup through 
them. These openings were necessary for the thermometers 
and air tubes. The layering system involved alternating layers 
of EMF-reflective and EMF-absorbent shielding.

Rationale for Air Circulation
It was necessary that there be adequate air circulation 

to mitigate the carbon dioxide produced by the fermenting 
medium and D. melanogaster. An air tube and air valve 
system were designed and installed to provide 24/7 air 
circulation. The air valve system was used to distribute air 
equally among the four Box Setups. A Tetra Whisper® 
aquarium air pump designed for a 378.5 L fish tank was 
selected and positioned to minimize vibrations and noise 
as uncontrolled variables. To prevent the D. melanogaster 
medium from drying, the incoming air was humidified. The 
Vicks® Warm Mist humidifier was selected because it 
created vapor by heating water and therefore did not require 
an antibacterial filter. “Cool-air” humidifiers were avoided 
because they use antimicrobial agents to prevent bacterial 
contamination; exposure to antimicrobial agents would be an 
uncontrolled variable that could modify the fermentation of 
the D. melanogaster ’s medium. Also, only distilled water was 
used in the humidifier to minimize potentially uncontrolled 
variables because of water solutes. 

Construction of Wi-Fi Chamber
The “Wi-Fi Chamber" was identical for all the Box Setups. 

The flaps of the cardboard box which would normally form the 
floor were cut off. The flaps which form the top were taped 
with packing tape with the short flaps facing inwards, then 
the long flaps. Measurements were drawn using an aluminum 
T-square. A utility knife was used to cut openings. A door flap 
was cut in the front of the box to provide access to the interior. 
The left edge of the box served as the hinge for the door flap. 
The door flap was cut from the front of the box 23 cm from the 
left edge, 4 cm from the top edge, and 4 cm from the bottom 
edge. A 5 cm sturdy ribbon was stapled to the right edge 
of the door flap to be used for opening it. The Wi-Fi router 
was attached to the ceiling of the box using zip ties. Circular 
openings for the two zip ties were made by punching a sharp 
pencil through the ceiling of the box. The openings for the 
first zip tie were made 21.5 cm from the front edge, 15.5 cm 
from the left edge and 21.5 cm from the front edge, 1 cm from 
the left edge. The openings for the second zip tie were made 
14 cm from the front edge, 15.5 cm from the left edge and 14 
cm from the front edge, 1 cm from the left edge. The plastic 
zip ties were threaded through the openings made. The Wi-
Fi router was positioned within 8.5 cm from the front and 
back edge, and 7.5 cm from the left edge. The zip ties were 
tightened until snug, and the position of the router was double 
checked. If necessary, adjustments were made, and the zip 
ties were tightened completely. Excess zip tie length was cut hollow, cylindrical sleeves and sliding the sleeves onto each 
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long, 45.7 cm wide. 
This shielding was applied to the Wi-Fi Chamber using 

masking tape. The shielding was applied in a specific order: 
first piece (a) on left side, back side, and right side of box; 
second piece (c) applied on top side; edges overlapping piece 
(a); third (b) applied to front side; edges tuck under (c) and (a). 

Measurements were drawn on shielding using an 
aluminum T-square and permanent marker. A utility knife was 
used to cut shielding. 

Applying Shielding to D. melanogaster Chamber 
A 31- by 121.5-cm piece of EMF-absorbent shielding 

(carbon impregnated fabric) was wrapped around the D. 
melanogaster Chamber to cover the left side, back side, and 
right side and overlap slightly over the front of the Chamber. 

Next, the shielding layering system for the air tube bundle 
was done. A 20 cm by 15 cm piece of EMF-reflective shielding 
was positioned on the left side of the Chamber so that it 
aligned with the left side’s left edge and bottom edge. On top 
of this piece, a 33-cm by 15.5-cm piece of EMF-absorbent 
shielding was positioned so that it aligned with the left edge 
and bottom edge of the left side of the Chamber. An opening 
was cut in these pieces for the air tube bundle to feed through; 
the opening was 2.5 cm from the Chamber left side bottom 
edge and 9.5 cm from its left edge. 

A 47-cm by 57-cm piece of EMF-absorbent shielding 
covered the bottom of the D. melanogaster Chamber. It had 
overlap over all four sides of the Chamber. A 92- by 45.7-
cm piece of EMF-reflective shielding covered the right side 
and back of the Chamber; it had overlap over the bottom and 
left side of the Chamber. A 40- by 47.5-cm piece of EMF-
reflective shielding covered the left side of the Chamber and 
overlapped onto its back. A 52- by 44.5-cm piece of EMF-
reflective shielding covered the bottom of the D. melanogaster 
Chamber; it overlapped over all four sides of the Chamber. 

For the control D. melanogaster Chamber only, two 52- by  
44.5-cm pieces of EMF-reflective shielding covered the top of 
the Chamber, with overlap over all four sides of the Chamber. 
These blocked the EMF produced by the Wi-Fi router from 
reaching the D. melanogaster Chamber.

Where the shielding on the D. melanogaster Chamber met 
the shielding of the Wi-Fi Chamber, there was a small gap, 
where there was no shielding. A 45.7- by 120 cm piece of 
EMF-reflective shielding was used on the exterior of the Box 
Setup to cover this gap. 

Next, the shielding layering system for the thermometer 
opening was conducted. A 16- by 18-cm piece of EMF-
reflective shielding was centered over the place where the 
thermometer opening had been cut into the D. melanogaster 
Chamber cardboard box. The thermometer bulb, which was 
wrapped in a sleeve of EMF-reflective shielding, was inserted 
through the 16- by 18-cm piece of EMF-reflective shielding. 
Wrapping it in a sleeve did not affect the temperature readings, 
since aluminum foil is a good thermal conductor (20). A 14- by 
17-cm piece of EMF-absorbent shielding was layered next. A 

antenna. The sleeves were secured in place with masking 
tape on the interior of the sleeves. The carbon fabric sleeves 
attenuated the Wi-Fi EMF, and different dimensions of carbon 
fabric were used to create the different EMF concentrations. 
Each Wi-Fi router antennae was 17.5 cm long. The 100% 
concentration Wi-Fi Chamber did not receive any carbon 
fabric sleeves on the Wi-Fi router antennae.  

For the 20% concentration Wi-Fi Chamber, six pieces of 
carbon fabric were cut 4.5 cm long, 7 cm wide. These carbon 
fabric rectangles were then rolled into hollow cylindrical 
sleeves with a length of 4.5 cm. On each antennae, the 
sleeves were positioned: first a 1 cm space with no sleeve, 
4.5 cm sleeve, 1 cm no sleeve, 4.5 cm sleeve, 1 cm no sleeve, 
4.5 cm sleeve, 1 cm no sleeve.

For the 5% concentration Wi-Fi Chamber, six carbon fabric 
pieces were cut 5.5 cm long, 7 cm wide. These carbon fabric 
rectangles were then rolled into hollow cylindrical sleeves 
with a length of 5.5 cm. On each antennae, the sleeves were 
positioned: first a 0.25 cm space with no sleeve, 5.5 cm 
sleeve, 0.25 cm no sleeve, 5.5 cm sleeve, 0.25 cm no sleeve, 
5.5 cm sleeve, 0.25 cm no sleeve.

The Control (0% Wi-Fi EMF concentration) did not receive 
any sleeves on the router antennae because the sleeves 
are not capable of completely blocking EMF. The router was 
kept “On” so that any heat it produced would be a controlled 
variable among all the Box Setups. The Control (0% 
concentration) was achieved by placing two layers of Extra 
Heavy Duty  aluminum foil between the Wi-Fi Chamber and 
the D. melanogaster Chamber. The aluminum foil blocked 
the EMF from entering the D. melanogaster Chamber and 
reflected the EMF back into the Wi-Fi Chamber. The Skin 
Effect calculation confirmed that two layers of Extra Heavy 
Duty  aluminum foil would attenuate virtually all of the Wi-Fi 
EMF. The only difference between the Control Box Setup and 
the Box Setups for the other concentrations was two layers of 
reflective shielding blocking the Wi-Fi before it reached the 
vials.

The Control (0% concentration) was confirmed by 
changing the EMF meter to its “Sound” setting, placing the 
EMF meter inside the D. melanogaster Chamber, closing the 
D. melanogaster Chamber, and listening for EMF readings. In 
“Sound” mode, the intensity of the EMF level is proportional 
to the intensity of the meter’s buzzing. Silence indicates no 
measurable EMF. No measurable EMF was detected by the 
EMF meter in the Control (0% concentration) D. melanogaster 
Chamber when the router was “On”— it did not produce 
any sound. Measurements were drawn using an aluminum 
T-square and permanent marker. A utility knife was used to 
cut the shielding. 

Applying Shielding to Wi-Fi Chamber
The reflective shielding was Reynolds Wrap® Extra Heavy 

Duty  aluminum foil. This shielding was 45.7 cm wide off the 
roll. Three pieces of reflective shielding were cut (a) 118 cm 
long, 45.7 cm wide, (b) 66 cm long, 31 cm wide, and (c) 52 cm 
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A grounding system was installed in the Box Setups to 
make them grounded Faraday Cages. Four electrical cords 
with a plug at one end were obtained by cutting the cords 
off of power strips. The ground wire, which was covered in 
green insulation, was stripped at its end. This end was twisted 
around the exposed wire of an alligator clip. The joint was 
secured with a wire nut. The alligator clip was attached to the 
piece of aluminum foil which covered the small gap where the 
D. melanogaster chamber shielding met the Wi-Fi chamber 
shielding. The section of aluminum foil which the alligator clip 
clamped onto was folded to add thickness so that the alligator 
clip would not puncture it. Using a multimeter, the resistance 
between the aluminum shielding and grounding pin on the 
cord’s plug was measured and recorded. The resistance was 
0.1 Ω for all four Box Setups. The alligator clips were attached 
to cords, which were plugged into a power strip, which was 
then plugged into a wall outlet, providing a “Ground.” 

EMF Measurement in Grid Squares
To measure the EMF in every square of the grid on the 

floor of the Box Setups, first a simple holder was made for 
the EMF meter. This was necessary because higher-than-
normal EMF measurements were observed when the device 
was hand-held; this could have been caused by human body 
conducting stray EMF in the environment. Two erasers were 
taped with masking tape at one end of the bottom of a plastic 
ruler. The EMF meter was taped to the plastic ruler at a right 
angle to the ruler, directly above the two erasers. This made 
a holder for the EMF meter which did not seem to conduct 
environmental stray EMF. The backlight of the EMF meter 
was kept “On,” to make the measurements easy to read. EMF 
measurements were then taken in each grid square. This was 
repeated for each Box Setup except the Control. The Control 
(0% EMF concentration) Box Setup did not have a grid. 

Holding the plastic ruler, the researcher positioned the 
EMF meter in a grid square. The EMF meter’s position was 
parallel to the router antennae at all times so that they shared 
the same polarity. The researcher waited two seconds for 
the EMF measurements to settle, then recorded five EMF 
measurements on a prepared piece of graph paper which 
had a sketch of the grid squares on it. The decimals were 
truncated to the ones place.

Horizontal Position Effect on EMF Concentration 
Due to the nature of EMF and the strong EMF-reflection 

properties of aluminum foil, EMF levels did not seem to 
have a discernable pattern based on location in the grid. 
For example, some of the highest EMF concentrations 
were measured at the edge of the floor, rather than the 
center. Therefore, to determine where to position the D. 
melanogaster vials, the grid system was developed. Each 
Box Setup had a grid drawn on its floor. Each grid square 
was 3 cm by 3 cm because this is approximately one third 
of the Wi-Fi EMF wavelength, which is 12.5 cm. This size 
was also chosen because it is approximately the space 

14- by 14-cm piece of EMF-absorbent shielding was the final 
layer for the thermometer’s shielding layering system. 

The last step was for shielding to be applied to the front 
of the D. melanogaster Chamber. A 57.5- by 30-cm piece 
of EMF-absorbent shielding covered the front side of the 
Chamber, and overlapped onto its left side. A 63- by 30- cm 
piece of EMF-reflective shielding covered the front side of the 
Chamber, and overlapped onto its left side. Finally, a 56- by 
44-cm piece of EMF-reflective shielding covered the front 
side of the Chamber, and overlapped onto its left side.

All shielding was secured with masking tape, except the 
shielding used to cover the front of the D. melanogaster 
Chamber. That shielding was secured using Painter’s tape 
so that it was easily removable, allowing the door flap to 
be opened to access the interior of the D. melanogaster 
Chamber. 

Installation of Air Circulation System 
The Box Setups were placed on two adjacent tables; 

the air circulation apparatus (humidifier, air pump, etc.) was 
placed underneath the tables. Plastic garbage bags were 
spread on the floor and a stool was covered with a garbage 
bag to stay dry. The aquarium air pump was placed on the 
stool and the humidifier was placed next to the stool. The 
aquarium air pump and humidifier were plugged into a GFCI 
outlet, which was used for safety in case of a water spill. Two 
pieces of Extra Heavy Duty  aluminum foil (a) 75 cm long, 
45.7 cm wide, (b) 34 cm long, 45.7 cm wide, were cut and 
shaped into a hood to direct water vapor from the humidifier 
towards the intake of the aquarium air pump. The aluminum 
foil hood was secured to the bottom of the table and stool 
using masking tape. 

Air valves, which each had four openings, were used. 
Before starting the experiment, the air valves were all 
opened and closed to reduce their stiffness. Pieces of plastic 
aquarium airline air tube (a) 1 piece: 115 cm long, (b) 4 pieces: 
102 cm long, (c) 1 piece: 42 cm long—were cut for use as 
connectors between air valves. Piece (a) connected the air 
pump to the main air valve which rested on the table. Piece 
(b) connected the main air valve to the individual air valves for 
each Box Setup. Piece (c) connected to one of the openings 
of the Control Box Setup’s air valve. This airline tube was used 
to measure the humidity of the air that the D. melanogaster 
were being exposed to. All four openings of the main air valve 
were opened. They attached to a valve for each Box Setup, 
which split the air flow into two tubes before leading it into 
the D. melanogaster Chamber. For the Control Box Setup, a 
third air valve opening connected to Piece (c). This Piece (c) 
opening was kept closed except when measuring humidity. 
The aluminum hood was adjusted until the desired relative 
humidity was achieved, as measured with the Humidity 
Measuring Procedure. The humidifier was filled with distilled 
water.

Grounding System 
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sanitized by swabbing them with Everclear ® (75.5% ethanol 
solution) and allowed to dry. Vials were labeled with their 
concentration (represented by letters A-D) and numbers 1-15. 
An example of a vial label would be “A1.”

There were a total of 60 vials. 15 mL of dry 4-24 Instant 
Drosophila Medium Blue was added to all the vials. Then, 15 
mL of room temperature distilled water was added to all the 
vials. Between 5-8 grains of Dry Active Yeast were added 
to each vial. Using a 2-mL plastic pipette, an additional 
2-mL of distilled water was added to each vial, which was 
then immediately covered with a foam plug to minimize 
evaporation. 

Anesthetization and Sexing of D. melanogaster
All materials were collected and a plastic garbage bag was 

spread on a table to protect the work space. The work area 
and utensils were sanitized by swabbing them with Everclear 
®. Everything was allowed to dry. 

The D. melanogaster were anesthetized using FlyNap 
® (22) via the anesthetization procedure described in the 
Carolina ® Drosophila Manual (10). D. melanogaster were 
transferred from their culture vial to an empty vial prior to 
anesthetization. They were emptied onto a white paper 
immediately after anesthetization. 

The anesthetized D. melanogaster were sexed to identify 
male/female pairs for the experimental vials. A camel hair 
brush was used to gently manipulate the anesthetized D. 
melanogaster. 10-15 anesthetized D. melanogaster were 
transferred onto the dissecting microscope’s plate. At 10X 
magnification, the D. melanogaster were sexed based on 
diagrams found in the Carolina® Drosophila Manual (10). The 
anesthetized D. melanogaster were sorted into the following 
groups: unsorted D. melanogaster to the back, males to the 
left, females to the right, and discards to the front. Discarded 
D. melanogaster were either (a) pale indicating recent 
eclosure so they probably would not survive anesthetization, 
(b) injured, or (c) of indistinguishable sex. The discarded D. 
melanogaster were placed into an oil morgue. The camel hair 
brush was used to drop a male and female D. melanogaster 
in each experimental vial, then the foam plug was replaced 
on the vial. 

Measuring Temperature, Humidity, Watt Consumption 
It was important to have a way to make sure that all the 

Wi-Fi routers were functioning, even when they were not 
visible because they were inside the Box Setups. This was 
necessary because if a Wi-Fi router turned off unexpectedly, 
the D. melanogaster inside would not be exposed to Wi-Fi 
EMF. To address this, the power adapters for all the routers 
were plugged into a single power strip which was connected 
to a Watt meter plugged into the wall outlet. The Watt readings 
were recorded twice a day to ensure that power consumption 
did not change. When all the routers were on and producing 
Wi-Fi, Watt usage was 5.5-5.6 W.

required for one vial of D. melanogaster. Since this is about 
one third of the wavelength, EMF levels were expected to be 
relatively consistent throughout an individual square. Five 
EMF measurements were taken in each square of the grid 
and the mean of those measurements was calculated. D. 
melanogaster vials were placed in grid squares with EMF 
levels within the concentration ranges. 

D. melanogaster Care
D. melanogaster Wild Type (+) were purchased from Ward’s 

Science. They were kept in cellulose acetate propionate 
plastic vials and fed 4-24 Instant Drosophila Medium Blue, 
both from Carolina ® Biological Supply Company. The D. 
melanogaster were cared for following the guidelines of the 
Carolina ® Drosophila Manual (10).These original 16 culture 
vials, which were of indeterminate ages, were stored in 
a cool, dry location for 16 days while the Box Setups were 
engineered. Then, four culture vials were placed in each Box 
Setup for 14 days. It was assumed that each culture vial’s 
average EMF exposure corresponded to each Box Setup’s 
respective EMF concentration, even though the vials were 
not positioned in specific grid squares. During these 14 days, 
eggs were laid that developed into larvae and pupae, and 
would eventually develop into the adult D. melanogaster used 
as the parents in this experiment. 

After 14 days, the Box Setups were opened and all the 
adult D. melanogaster present were removed using a vacuum 
cleaner, so that only eggs, larvae, and pupae remained. 
Then, the vials were returned to the Box Setups, and the 
pupae were allowed to eclose for four days, producing 1-4 
days old adult D. melanogaster that had been exposed to the 
different Wi-Fi EMF concentrations for their entire lifetime. 
The Box Setups were opened and the vials removed so that 
the D. melanogaster adults could be anesthetized, sexed, and 
paired as the parent D. melanogaster whose progeny were 
studied in this investigation. 

For each Box Setup, 15 vials, or 15 pairs of D. melanogaster 
were placed in the Box Setups for 14 days. Each pair of 
parent D. melanogaster laid eggs that developed into larvae, 
pupae, and progeny adults. These pupae and progeny adults 
were counted as data for the experiment. The progeny adults 
were 1-5 days old. Therefore, the progeny adults and pupae 
that were counted in this experiment were from the second 
generation of D. melanogaster to be exposed to Wi-Fi EMF 
for their entire life cycle. D. melanogaster age was calculated 
by assuming a life cycle of 10 days, since the temperature 
varied within a range of approximately 22 degrees Celsius 
and 25 degrees Celsius (15). 

D. melanogaster Vial Preparation
All materials were collected and a plastic garbage bag 

was spread on a table to protect the work space. Plastic cups 
were labeled as “Everclear,” “Distilled water,” “Medium,” and 
“Dump.” A large funnel was labeled as “Medium,” and a small 
funnel as “Distilled water.” The work area and utensils were Approximately every 12 hours, the Humidity Measuring 



FEBRUARY 2020  |  VOL 3  |  74Journal of Emerging Investigators  •  www.emerginginvestigators.org 29 JANUARY 2020  |  VOL 2  |  Journal of Emerging Investigators  •  www.emerginginvestigators.org

when D. melanogaster are exposed to Wi-Fi EMF. A change 
could be either an increase or a decrease. The hypothesis 
was that Wi-Fi EMF exposure would cause a change in the 
variables tested, and did not specify directionality of change, 
i.e. whether the change would be an increase or a decrease. 
For the male:female ratio and the adult:pupa ratio, statistical 
tests were conducted after a logarithmic transformation on 
the data, since ratios may not have a normal distribution (24). 
The male:female ratio and the adult:pupa ratio are ratios, so 
the Cohen’s ds effect size, Hedge’s gs effect size, and 95% 
confidence interval could not be calculated for this data. 

The Bonferroni correction was used to control the 
familywise error rate for the t-tests by dividing the 0.05 alphaα 
by the number of t-tests (25). The Cohen’s ds effect size was 
calculated using Equation 1 from an article by Lakens (26). 
Since Cohen’s ds can be biased in samples with a count of 
less than 20 individuals, the Hedge’s gs, or corrected effect 
size, was calculated and used to report effect size (26). 
Cohen’s ds effect size was only used to calculate the 95% 
confidence interval (CI) (27).  
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