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INTRODUCTION
In human interactions, language is at the center of 

communication. With frequent interactions with people from 
other countries, real-time translators such as Google Translate 
or Naver Papago (especially for Korean-English translations) 
are becoming popular (1, 2). While most of these neural 
machine translation (NMT) models aim to provide semantically 
accurate—in terms of its literal meaning—translations, they 
fail to retain other characteristics that the sentences may 
have, such as rhythms or rhymes. As such, these models 
cannot translate sentences with specific properties such as 
poetry or lyrics. Currently, lyrics translation remains a task for 
professional translators. Automation of the process could be 
used in designing an app or a website that could take a song 

and translate it into another language with the same melody, 
lyrical qualities, and of course, semantics. There are two 
major parts to this: the translation of lyrics while maintaining 
its rhythm and the generation of the audio of the original artist 
singing the song in the newly translated language. However, 
as translating the lyrics is a challenging task itself, this study 
focuses on translating lyrics while maintaining their rhythmic 
accuracy.

We could not find any studies on translating lyrics, let alone 
doing so while maintaining rhythmic characteristics. However, 
we could find past studies on poetry translation, which is like 
lyrics in the sense that both have rhythm, rhymes, and sensory 
details that cannot be inferred by conventional NMT models 
(3–5). Researchers first used rhythm and rhyme constrained 
decoding methods, but the translations often failed to keep 
the semantics of the original poetry (3, 4). To preserve the 
semantics and figurative characteristics, other researchers 
used a pre-trained language model and fine-tuned the model 
with poetic data on multiple language pairs (5).

In translating lyrics, three problems needed to be 
addressed. The primary problem was the lack of data. For 
training NMT models, we needed a certain type of dataset 
known as parallel data, which are in the form of multiple sets 
of sentences and their translations (6). As neural machine 
translation has not yet been globally explored, it was incredibly 
difficult to find parallel data for less popular languages such 
as Korean, especially for specific domain datasets—in 
our case—lyrics (5, 6). The second problem was the task 
of retaining semantics and sensory details used within the 
lyrics. General-purpose translation models might translate 
the meaning and fluency, but not poetic style when translating 
poems (5). The same went for the semantics and sensory 
details when dealing with lyrics. The last problem was the 
task of retaining rhythmical accuracy within the translation of 
said lyrics. This was important because we wanted to use the 
translated lyrics for singing according to the original melody 
scores.

As a solution to the problems stated above, we propose 
the ‘stacked fine-tuning’ method. By fine-tuning a pre-trained 
model with a dataset from the lyrics domain and then once 
more with a dataset containing rhythmical properties, we can 
teach the model to translate rhythmically accurate lyrics. We 
hypothesized that by using our stacked fine-tuning method, 
we could train a model that met our objectives without 
using as much data as we would have needed. To test the 
effectiveness of our method, we trained models through 
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single fine-tuning or stacked fine-tuning and compared the 
translation results of the models. We could observe that 
the models trained with stacked fine-tuning learned both 
the lyrical and rhythmic characteristics. In conclusion, by 
sequentially applying fine-tuning to a pre-trained model, we 
could teach the model multiple characteristics from multiple 
different domain datasets.

RESULTS
When we first tried to translate a famous Korean nursery 

rhyme, “Airplane” (비행기), with Google Translate and Naver 
Papago, we noticed that they failed to capture the proper form 
and meaning of the original lyrics (Table 1). We addressed 
this problem with the use of a semantically translated lyrics 
dataset. The purpose of said data was to teach the model 
the lyrical characteristics. However, there was a possibility 
that the translated lyrics dataset did not provide adequate 
data for learning translation itself, so we added some 
regular translation data to let the model learn translation 
before learning the specific characteristics for translation of 
lyrics. In addition to that, when we mapped the translated 
lyrics by Google Translate and Naver Papago on the music 
score, the mapping was not smooth and natural (Figure 1). 
Thus, additional fine-tuning with the rhythmically translated 
parallel data was also necessary to let the model learn how 
to constrain the translated lyrics into the appropriate rhythm.

To see the effect of stacked fine-tuning, we trained four 
different translation models: Wiki, Lyrics, Rhythm, and 
Rhythm+. For the training, we used parallel corpora extracted 

from public Wikipedia articles (wiki dataset), from K-pop 
lyrics and their translations (lyrics dataset), and from Korean 
nursery rhymes and their English translations matched 
with their original melody (rhythm dataset) (6–9). We fine-
tuned the pre-trained multi-lingual model, mBART25, using 
combinations of our parallel data (10, 11). We fine-tuned the 
Wiki model with the wiki dataset only, the Lyrics model with 
the lyrics dataset only, and then we stacked fine-tuned the 
Rhythm model with the lyrics and rhythm datasets, and finally, 
we stacked fine-tuned the Rhythm+ model with all wiki, lyrics, 
and rhythm datasets. Using these models, we translated 
two famous Korean nursery rhymes: “Airplane” (비행기) and 
“Sunset” (노을).

Looking at the translations of “Airplane,” the two models 
fine-tuned only with one parallel data set, Wiki and Lyrics 
models, generated relatively shorter translations compared 
to the results of stacked fine-tuned models, Rhythm and 
Rhythm+ models (Table 2). We also noticed that the results 
of Wiki and Lyrics models resembled the translations of 

Figure 1. The score of the nursery rhyme “Airplane” with lyrics translated by a human, Google Translate, and Naver Papago. The 
translated lyrics are mapped to the original music score to best match the rhythm of the original song. A solid red circle indicates an abnormal 
stretch of a word by adding additional syllables, and a dashed blue circle indicates an abnormal stretch of a word by pausing. 

Table 1. Translations of “Airplane” by a human, Google 
Translate, and Naver Papago.
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Google Translate and Naver Papago. On the other hand, 
the translations of Rhythm and Rhythm+ models were more 
verbose than others (Table 2).

In detail, regarding the effects of fine-tuning with the 
lyrics dataset compared to the wiki dataset, the Lyrics 
model accurately translated the repetitive characteristics 
of “Airplane,” while the Wiki model failed to do so. This is 
shown through the phrases, “떴다 떴다”, “날아라 날아라”, 
and “높이 높이” in the original lyrics. The human translation 
emphasized these repetitive characteristics through phrases 
such as “Rising, rising”, “Fly away, fly away”, and “Higher, 
higher” (Table 2). Similarly, the Lyrics model outputs a 
translation more closely resembling the human translation, 
using repetitive phrases such as “Fly high, fly high, fly high” 
or “High, high, high”, while the Wiki model did not show any 
lyrical characteristics whatsoever (Table 2).

The lyrics translated by the Rhythm model also preserved 
the repetitive characteristics (Table 2). In addition to that, 
the translated lyrics could be more naturally mapped to the 
original melody (Figure 2). The Lyrics model required nine 
pauses and five additional syllables to correctly map to the 
original melody, while the Rhythm model required one pause 
and two additional syllables—a major improvement (Figure 
2). When the lyrics were translated by the Rhythm+ model, 
we saw improvements in its rhythmic aspect even from that of 
the Rhythm model. The Rhythm+ model did not require any 
pauses or additional syllables to be perfectly mapped onto 
the melody (Figure 2).

In the case of “Sunset,” the Wiki model failed to translate 
the last line of the original lyrics ‘빨갛게 노을이 타고 있어요’ 
and even the ‘있어요’ was omitted from the translated results. 
Additionally, each line of translation was short and lacked 
descriptive expressions (Table 3). The translation results of 
the Lyrics model were quite similar to the human translation, 
but the word ‘rising’ in the last line was an unexpected 
translation, which likely came from ‘타다’ in the original lyrics, 
a word which can mean either ‘burn’ or ‘ride’. The former is 
the intended meaning, but the Lyrics model seemed to take 
the latter meaning (Table 3).

Looking at the rhythmical aspect of the translation 
results, we compared Lyrics, Rhythm, and Rhythm+ models. 
When we mapped the translated lyrics to the original 
melody, the Rhythm model yielded a result that was much 
more rhythmically accurate compared to the Lyrics model 

Figure 2. The score of the nursery rhyme “Airplane” with lyrics translated by Lyrics, Rhythm, and Rhythm+ models. The translated 
lyrics are mapped to the original music score to best match the rhythm of the original song. A solid red circle indicates an abnormal stretch of 
a word by adding additional syllables, and a dashed blue circle indicates an abnormal stretch of a word by pausing.

Table 2. Translation of “Airplane” by fine-tuned translation 
models: Wiki, Lyrics, Rhythm, and Rhythm+.
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(Figure 3). While the Lyrics model required three pauses 
and nine additional syllables, the Rhythm model needed 
only five additional syllables and four pauses to match the 
melody (Figure 3). Compared to the results of “Airplane,” the 
improvement seems marginal. However, considering that the 
lyrics of “Sunset” do not contain much repetition and instead 
contain several descriptive expressions, decreasing the 
translation by four additional syllables can be considered a 
major improvement. Mapping the translated lyrics of Rhythm+ 
to the melody, we could see almost no improvement compared 
to the result of Rhythm model: three pauses and six additional 
syllables (Figure 3).

Regarding the accuracy of the translation results, the 
Rhythm model loses a bit of its lyrical and/or semantic 
accuracy compared to the translations of the Lyrics model. An 
example is in the first line, where the Lyrics model accurately 
translated ‘들판’ to ‘field’, while the Rhythm model translated 
it to ‘woods’ (Table 3). Furthermore, in the third line, while the 
Lyrics model correctly translated ‘색동옷’ to ‘colorful clothes,’ 
the Rhythm model translated it to ‘green cloths’ (Table 3).

In the third and fourth lines, the translation of “Sunset” 
from the Rhythm+ model bears a greater resemblance to 
the Lyrics model in both composition and semantics (Table 
3). Compared to the Rhythm model, the Rhythm+ model 
translated the third line to “On the autumn hill dressed in 
colored cloth,” which resembled the translation of the Lyrics 
model more closely. Similarly, in the fourth line, the Rhythm+ 
model output “There’s a red sunset in the sky,” while the 
Rhythm model output “There’s a red sky in the sunset.” Again, 
the Rhythm+ model is more like the Lyrics model, which 
outputs “The red sunset is rising” (Table 3). However, when 
we looked at the second line, we can see that the Rhythm+ 
model completely fails, as it returns the phrase, “Mommy’s 
worries fade away into the sunset” (Table 3).

The stacked fine-tuning method fulfilled our expectations 
of allowing the model to learn multiple characteristics from 
each domain-specific dataset by sequentially fine-tuning 
the pre-trained model with the datasets. In other words, this 
method allows us to teach the pre-trained model multiple 
characteristics from multiple data domains without having to 
find a specific dataset that belongs to every single domain 
that we are attempting to train.

DISCUSSION
As we used stacked fine-tuning using the lyrics and rhythm 

datasets on the pre-trained model, we could see the different 
effects that each fine-tuning stack had by observing the 
translation results of the Lyrics model and the Rhythm model. 
Looking at the translations of “Airplane,” the Lyrics model 
accurately translated the repetitive characteristics such as 
“Fly high, fly high, fly high,” but could not keep the rhythmic 
characteristics as the translation needed nine pauses and five 
additional syllables. However, the Rhythm model translated 
the lyrics to be mapped to the original melody only with one 
pause and two additional syllables also keeping the repetitive 

characteristics. This indicated that the Rhythm model learned 
the ability of keeping the rhythmic characteristics in addition 
to the ability of translating the repetitive characteristics of the 
Lyrics model.

However, teaching the model a new characteristic seemed 
to result in the model losing a bit of accuracy in previously 
learned characteristics. In other words, teaching the model 
rhythmic characteristics resulted in the model’s semantic 
and lyrical accuracy decreasing. When we evaluated the 
translation results of “Sunset,” we could see that the Rhythm 
model lost a bit of its lyrical and/or semantic accuracy learned 
from the lyrics dataset, which can be seen through inaccurate 
word selections (‘woods’ and ‘green cloth’) and awkward 
expressions. A possible cause for this could be because the 
Rhythm model was attempting to change the words to fit the 
melody more accurately. However, it could also be because 
the Rhythm model was overfitted to the rhythm dataset. Since 
the rhythm dataset was too small and needed to be applied 
numerous times (720 epochs), it resulted in overfitting and 
decreased the overall accuracy of the model.

As the Rhythm model was not as semantically accurate, 
we tried reinforcing the translation’s accuracy by starting 
with the wiki dataset, which has a larger vocabulary size. We 
hypothesized that, since stacked fine-tuning has proven to be 
effective in teaching the model multiple characteristics, we 
might be able to teach the model more expansive vocabulary 
by adding a fine-tuning stack in front of the Rhythm model’s 
fine-tuning stacks. The resulting model was the Rhythm+ 
model which was more expressive than the Rhythm model. 
Looking at the translation results from the Rhythm+ and 
Rhythm models, we could see that both models included 
rhythmical qualities in their translations. Furthermore, when it 
comes to semantics or lyrical qualities, we could see that the 
Rhythm+ model gave better results than the Rhythm model, 
save for one phrase in the second line, “Mommy’s worries 

Table 3. Translation of “Sunset” by various translation models: 
Wiki, Lyrics, Rhythm, and Rhythm+.



1 May 2023  |  VOL 6  |  5Journal of Emerging Investigators  •  www.emerginginvestigators.org

fade away in the sunset.” This is because when we trained 
the Rhythm+ model, we trained with the rhythm dataset about 
40 times more than with the lyrics dataset (800 epochs with 
the rhythm dataset versus 20 epochs with the lyrics dataset) 
due to the dataset’s small size. This caused the model to 
be overfitted to the rhythm dataset, returning the phrase, 
“Mommy’s worries fade away,” which is a phrase that belongs 

to one of the nursery rhymes in the rhythm dataset.
Overall, we could see the effectiveness of stacking fine-

tuning to teach the model multiple characteristics. This means 
that it will become much easier to train a highly specific 
model even when we cannot find a proper dataset containing 
all the necessary characteristics if we use the stacked fine-
tuning method. However, when we stack fine-tuning, we 

Figure 3. The score of the nursery rhyme “Sunset” with lyrics translated by Lyrics, Rhythm, and Rhythm+ models. The translated 
lyrics are mapped to the original music score to best match the rhythm of the original song. A solid red circle indicates an abnormal stretch of 
a word by adding additional syllables, and a dashed blue circle indicates an abnormal stretch of a word by pausing.
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must consider the loss of previously learned characteristics 
(12). Thus, we suggest applying the “freezing” technique to 
preserve previously learned characteristics (12, 13). Adding 
one layer for every fine-tuning stack while freezing the rest 
could negate the loss of previously learned characteristics. 
Moreover, as we tested only with the nursery rhymes, we 
suggest testing our model with a greater variety of songs to 
see the changes in performances according to the genre, 
lengths, or subjects of the songs.

The result of this study suggests that it is possible to 
teach a single NMT model multiple characteristics one by 
one through the stacked fine-tuning method introduced in this 
paper. This makes designing specialized language models a 
much more approachable task and possibly much less time-
consuming since it both reduces the amount of necessary 
data and broadens the range of acceptable data for the task.

MATERIALS AND METHODS
There are many models and training methods for NMT, 

including the Bidirectional and Auto-Regressive Transformers 
(BART) and the Bidirectional Encoder Representations from 
Transformers (BERT) models (14–16). Among these pre-
trained models, the BART model is a denoising autoencoder 
for pretraining a sequence-to-sequence model combining 
Bidirectional (encoder) and Auto-Regressive (decoder) 
Transformers (14). It is trained by corrupting text with an 
arbitrary noising function and learning a model to reconstruct 
the original text (14). The representations produced by 
BART can be used for text generation but also work well for 
comprehension tasks with minor modifications (14). Applying 
BART to large-scale monolingual corpora across many 
languages, a multilingual sequence-to-sequence denoising 
autoencoder, mBART, was proposed (10). mBART is trained 
once for all languages, providing a set of parameters that can 
be fine-tuned for any of the language pairs in both supervised 
and unsupervised settings, without task-specific or language-
specific modifications or initialization schemes (10).

For this study, we chose the mBART25 model which was 
pre-trained using 25 monolingual languages extracted from 
the Common Crawl (CC25) corpus (10). In addition to that, the 
model could be fine-tuned without the model modifications 
and supported multiple languages, including our target 
languages, Korean and English (5). We downloaded the 
mBART25 model from the publicly available fairseq GitHub 
page (11).

For the Korean-English language pair, we collected 
three different parallel datasets: wiki, lyrics, and rhythm. 
For the wiki dataset, we used the WikiMatrix dataset which 
was the extraction of 135 million parallel sentences of 1,620 
different language pairs in 85 different languages from public 
Wikipedia articles (6). We extracted the Korean-English pairs 
with threshold above 1.04 from the WikiMatrix corpora as 
previous literature suggested (6). As a result, 301,900 lines of 
pairs were used for the training (wiki dataset).

As the lyrics parallel dataset for NMT is not available, 

especially for the Korean-English translations, we collected 
the data from the LyricsTranslate.com website (7). 168,264 
lines of Korean-English translations from 3,558 Korean songs 
were collected (lyrics dataset). Note that while the number of 
lines was quite numerous, the number of words was not as 
great since the length of each line was relatively short.

For the case of rhythmically accurate parallel lyrics 
dataset, especially for Korean-English translation, it was 
extremely difficult to come across a dataset that maintains the 
original rhythm without messing with the semantics. However, 
we discovered several nursery rhymes which were translated 
to be sung along in each language (8, 9). We collected 1,045 
lines of Korean-English translations from 110 Korean nursery 
rhymes (rhythm dataset).

All three parallel datasets were tokenized using the 
sentence-piece model which was used in the training of 
mBART25. The byte-pair-encoding algorithm was used for 
subword segmentation. For the fine-tuning, we used an open-
source toolkit named Fairseq with the common parameters, 
0.3 dropout, 0.2 label smoothing, 2,500 warm-up updates, 
0.00005 of the maximum learning rate, and 40,000 maximum 
training updates (17). For the update steps of each dataset, 
we fine-tuned the models with every 800 steps for the wiki 
and lyrics datasets and 80 steps for the rhythm dataset and 
compared their translations to choose the best resulting 
update steps.

Wiki model
To build the Wiki model, we fine-tuned the mBART25 with 

the wiki dataset. This model was made for testing the lyrics 
translation by the non-lyric translator. We used the checkpoint 
with 24,000 update steps in epoch 4.

Wiki model = mBART25 + wiki dataset24000 steps

Lyrics model
We also fine-tuned the mBART25 only with the lyrics 

dataset and created the Lyrics model. This model could 
accurately carry over lyrical characteristics in its translations. 
Nevertheless, this model still lacked the rhythmic 
characteristics of the song. The checkpoint we used was built 
with update steps of 24,000 in epoch 20.

Lyrics model = mBART25 + lyrics dataset24000 steps

Rhythm model
We further fine-tuned the Lyrics model with the rhythm 

dataset to learn the rhythmic characteristics: Rhythm model. 
This was the stacked fine-tuned model, and we further fine-
tuned the Lyrics model 720 steps in epoch 104 with the 
rhythm dataset.

Rhythm model = mBART25 + lyrics dataset24000 steps + 
rhythm dataset720 steps

Rhythm+ model
Starting from the Wiki model, we further trained with the 

lyrics and rhythm datasets. With the lyrics dataset, we fine-
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tuned 24,000 steps, and with the rhythm dataset, we further 
fine-tuned 800 steps in epoch 115. 

Rhythm+  model = mBART25 + wiki dataset24000 steps + 
lyrics dataset24000 steps + rhythm dataset800 steps

Because automated metrics cannot reliably measure 
the rhythmical or lyrical characteristics of the translation, 
we applied human-based evaluation using the following two 
Korean nursery rhymes: “Airplane” (비행기) and “Sunset” (
노을) (5). For evaluation of the model’s rhythmic translation 
capabilities, we matched the entire translated lyrics of each 
song to their score and counted the number of abnormal 
stretches through additional syllables or pauses. The less 
abnormal stretches mean more accurate translations. 
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