INTRODUCTION

The introduction of computational methods to aid in drug discovery has greatly improved the efficiency in screening compounds for potential biological activity (1). Traditional routes of drug discovery entail intensive synthetic development requiring significant time, effort, and millions of dollars in research funding (2). With computational methods such as molecular docking, researchers have been able to identify compounds that have the potential to bind to and activate/inhibit specific biological processes before going through the lengthy process of synthesizing and performing in vitro screening on a large library of compounds (3). However, these methods have been limited by the high computational expenses and potential inaccuracies such as false negatives or false positives, necessitating a more advanced platform relying on data-driven techniques to identify structural trends in compounds that present a desired biological activity (3).

Human Immunodeficiency Virus 1, or HIV-1, is the most common type of human immunodeficiency virus. The reverse transcriptase (RT) enzyme aids retroviruses such as HIV in replication by synthesizing viral DNA from RNA templates, the latter of which are more susceptible to damage and alteration (4). As a result of its vital role in viral replication, RT is often the target of many antiretroviral drugs (5-7). Non-nucleoside reverse transcriptase inhibitors (NNRTIs) are a class of antiretroviral drugs that prevent the conversion of RNA to DNA by reversibly binding to and blocking the HIV RT enzyme (8). As NNRTIs interfere with the conversion from RNA to DNA, the genetic material of the retrovirus is unable to integrate with existing healthy genetic material in the cells, preventing replication and the formation of new viruses. NNRTIs serve as crucial components to antiviral drug combination methods for the HIV-1 infection because of...
their high specificity and low toxicity (9, 10).

Cheminformatics is the application of computational and informational techniques to solve key problems in chemistry, such as in silico mapping of possible molecules through storing, indexing, searching, retrieving, and applying information about physicochemical, structural, and biological properties, spectroscopic signatures, etc. of molecules (11). A molecular descriptor is a structural or physicochemical property of a molecule or part of a molecule that is generated computationally to describe the physical and chemical information contained within the molecules (11). Molecular descriptors derived from atomic or molecular properties provide various physicochemical, topological, and surface properties of compounds that play a vital role in modeling interactions and effects that are critical for in silico drug discovery. As an example, LogP is a commonly used molecular descriptor of the lipophilicity of molecules that measures the partitioning of the molecule between an aqueous phase and a lipophilic phase, which is an important characteristic in vivo as the molecule moves through biological membrane lipid layers (11). Cheminformatics approaches rely on many molecular descriptors that define various structural, molecular, and local quantities characterizing the reactivity, shape, binding properties, polarizability, and energy of a composite molecule as well as its molecular fragments and substructures (12). Molecular descriptors help in high throughput virtual screening of molecular libraries as they can find molecules with similar physical or chemical properties (12). Molecular fingerprints are a way of encoding the structure of a molecule mathematically to indicate the presence or absence of substructures in the molecule. One can determine the similarity between two molecules and find matches based on querying a substructure simply by comparing fingerprints (12). For example, substructure fingerprints are useful for querying small molecules such as drugs, while atom-pair fingerprints can be used for querying large molecules such as peptides. Molecular fingerprints can additionally aid in performing large-scale statistical and machine learning analyses on molecules in high throughput screening scenarios for drug candidates (12).

Processes such as molecular docking predict stable, three-dimensional (3D) protein-ligand complexes with a high degree of accuracy, allowing researchers to design drugs in silico and perform a preliminary examination of the viability of the compound before synthetic development (13). In tandem with a large library of compounds, molecular docking allows for the discovery of existing compounds that can be docked to new targets, known as high throughput virtual screening (HTVS). This allows for the development of a computational structure-activity relationship (SAR), correlating chemical structures with binding affinity, which is useful for identifying "hit" compounds for hit-to-lead drug development (13). However, all this comes at a high computational expense, which greatly limits the use of HTVS when screening large chemical spaces for drug discovery. Fingerprinting and cheminformatics have been shown to be a low-expense alternative for the identification of computational SARs between a library of ligands and a target (14).

PaDEL-Descriptor (PaDEL) is a free software that generates 1,875 descriptors and 12 fingerprints for molecules, conveniently outputted into a CSV format for data parsing (15). Similarly, Mordred is a molecular descriptor calculator which computes around 1,800 descriptors for 42 attributes of a molecule, and its direct integration into Python makes it a valuable tool for data mining and processing (16). In this study, we compared the accuracy of molecular descriptors from Mordred and PaDEL in their ability to characterize the chemo-structural composition of 53 compounds from the NNRTI drug class and a database of FDA-approved drugs targeting the HIV-1 RT enzyme. We then built a machine learning model based on logistic regression to classify which molecules are NNRTIs based on salient descriptors from each software and compared the relative performance of the models built using each set of descriptors using a variety of metrics such as accuracy, precision, recall, and F1 scores. Mordred has noted improvements over PaDEL, in which many descriptors have invalid outputs. We therefore hypothesized that the descriptor data generated by Mordred would be more accurate and provide higher fidelity results in our SAR study of NNRTIs and the HIV-1 RT, given that invalid values would not be present or have to be accounted for in our study. We found that Mordred was the superior descriptor set in this task. The approach outlined in this work can be broadly applied as a process template to help identify hit compounds and improve the throughput and efficiency of the drug discovery pipeline.

Machine learning and statistical learning techniques have improved the success of HTVS by providing a data-driven algorithmic approach that does not require hand-crafted rules and manual thresholds by leveraging the power from distributed computing. Molecule classification is an essential segment of HTVS to estimate the identity of a molecule without having to run extensive simulation algorithms. A common and effective algorithm is Logistic regression (17). Logistic regression takes multi-dimensional data and uses the features to estimate the probability of the data point falling into a particular class. While a simple accuracy metric can be used to evaluate the performance of a logistic regression algorithm, it overlooks the amount of data available for each class. Because of this, confusion matrices and F1 scores are used to analyze the performance of classification models. A confusion matrix provides a visualization of the information that the F1 score encompasses, which is the precision and recall of the model.

Dimensionality reduction is often needed when working with several dimensions, in both helping the human visualize the data being worked with and in simplifying the data by removing redundancies. A popular linear dimensionality reduction technique is the Principal Component Analysis (PCA) (21). PCA is a fast, unsupervised technique for analyzing the variance structure of a high dimensional dataset. However, it
only focuses on keeping the low dimensional representations of dissimilar points far apart. Therefore, we used t-Distributed Stochastic Neighbor Embedding (t-SNE). t-SNE measures and matches the distances between any two points in the high dimensional space with the corresponding points in the lower-dimensional subspace (22). t-SNE is primarily used to visualize high dimensional data by mapping the points into two- or three-dimensional subspaces that can be plotted to analyze the distribution of the data visually since it preserves both the local and global structure of the data.

RESULTS

Using Python, we performed a logistic regression comparing 53 NNRTI molecules and a dataset of FDA-approved drugs to obtain 15 chemical properties that were found to be essential in differentiating whether a molecule was an NNRTI or not (Figure 1). Both Mordred and PaDEL were used as molecular descriptor software, and a variety of descriptors were shown to be influential with slight differences between these outlier descriptors dependent on the software used. Twenty-seven attributes from Mordred were important in determining whether a molecule was an NNRTI. Of those, the 15 most salient were MoeType, Aromatic, BondCount, CPSA, ExtendedTopochemicalAtom, CarbonTypes, EState, LogS, TopologicalIndex, Lipinski, RingCount, BaryszMatrix, BCUT, AcidBase, and Autocorrelation. Out of all PaDEL’s attributes, 26 were shown to be important in determining an NNRTI. Of those 26, the 15 most salient were: Aromatic atoms count, Aromatic bonds count, Information content, Charged, partial surface area, Path counts, BaryszMatrix, Molecular linear free energy relation, Ring Count, Detour matrix, Pettijean number, Topological polar surface area, Autocorrelation, RDF, Burden modified eigenvalues, and Atom type electrotopological state. Out of all PaDEL’s attributes, 26 were shown to be important in determining an NNRTI. Of those 26, the 15 most salient were: Aromatic atoms count, Aromatic bonds count, Information content, Charged, partial surface area, Path counts, BaryszMatrix, Molecular linear free energy relation, Ring Count, Detour matrix, Pettijean number, Topological polar surface area, Autocorrelation, RDF, Burden modified eigenvalues, and Atom type electrotopological state. However, many of these properties are computational parameters, such as BCUT, that are not easily interpretable in a chemical sense and are instead quantities developed through specific calculations and matrices created by the software. Discrepancies in notable attributes were due to differences in the descriptors that each software calculates and potentially inaccurate data provided by these molecular descriptor tools. Thus, we sought to determine the most accurate tool.

The logistic regression trained on PaDEL descriptors had a 96.7 % classification accuracy and an F1 score of 0.9 while the regression trained on the Mordred descriptors had a prediction accuracy of 100% and an F1 score of 1 indicating that logistic regression model trained on the Mordred descriptors was better than the PaDEL descriptors (Figure 2). Since both models were trained with the optimal hyperparameters for each descriptor set, the nature of the logistic regression algorithm shows that there does not exist a linear relationship that correctly classifies all the molecules for the PaDEL descriptor set. The increase in prediction accuracy and the decrease in logistic likelihood loss were both statistically significant when using the Mordred descriptors as opposed to PaDEL descriptors with a significance level of 0.01. We generated t-SNE visualizations of between 150 and 200 PaDEL and Mordred descriptors (Figure 3), which were determined to be significant in classifying a molecule as an NNRTI. The 53 NNRTI molecules were visually distinguishable as a separate cluster from the other drugs when the filtered Mordred descriptors were reduced and plotted (Figure 3B), while the plot with the filtered PaDEL descriptors did not show any significant distinction between NNRTIs and other drugs (Figure 3A).

DISCUSSION

Our experiment was a comparison of the accuracy of PaDEL and Mordred’s molecular descriptors in identifying structural trends among NNRTIs. We performed our experiment by first searching for and processing known NNRTIs into the Protein DataBank (PDB) format. The dummy dataset was gathered from the CureFFI dataset of FDA-approved drugs. We used the feature weights computed by a logistic regression model trained to predict NNRTIs from the dummy dataset to extract important descriptors. Then, in order to assess the success of extracting the correct weights, we used t-SNE to visualize the separation between the NNRTIs and other molecules. We found that the PaDEL descriptor set is inferior to the Mordred set in classifying NNRTIs from other drugs.
A significant issue found with the PaDEL descriptor set is that not all descriptors are available for all molecules. Performing data analytics on an unavailable descriptor set either directly introduces error or reduces the amount of data available for inference, which indirectly decreases the confidence in the inferences. Overall, Mordred was found to be the superior descriptor set to perform data analytics due to its superiority in representing a linear relationship in classifying molecules and its data quality.

The methods used for filtering the descriptors were inspired by the fundamental properties of statistical learning. From a data analytics perspective, the task at hand is a data compression problem, where given thousands of features about a certain data sample, the most important features need to be extracted. In this case, the measure of importance is the feature’s utility in classifying whether a molecule is an NNRTI or not. Because of this, a directed, supervised approach to dimensionality reduction can be used in which a classification algorithm is used to classify a set of predefined NNRTIs against a dummy dataset. In this case a dataset of common drugs is used and the features that have higher weights associated with them in classification are significant. The choice of logistic regression as the classification algorithm was due to the importance of interpretability of the model, and specifically being able to infer which features were important. The initial assumption of a linear relationship

Figure 2. Confusion matrices of the logistic regression performed. A) PaDEL and B) Mordred datasets. The y-axis shows whether the molecule was an NNRTI (1) or not (0), and the x-axis shows the regression’s predicted classification of the molecule. The logistic regression performed better on the Mordred dataset, in which it classifies all the molecules correctly, while the model trained on the PaDEL dataset performs worse.

Figure 2. t-SNE visualizations of the filtered descriptors. A) PaDEL and B) Mordred. Orange points represent NNRTI molecules and blue points represent molecules that are not NNRTIs. The clustering displays the high dimensional structure of the data in 2D and allows the analysis of the distribution of each dataset. The NNRTI molecules are closely clustered together and separate from the other common drugs in the t-SNE visualization of the Mordred dataset, while the t-SNE visualization of the PaDEL dataset does not show this separation. This shows how the Mordred dataset has more information to differentiate between NNRTI molecules and other common drugs. The non-NNRTI clustering for the Mordred dataset shows that the Mordred dataset has descriptors that can split the common drugs into several groups (clusters) while the non-NNRTI clustering for the PaDEL dataset has fewer, larger groups of molecules. The Mordred dataset appears to match the variety in the common drugs better than the PaDEL dataset.
between the log-odds and the features allows the feature weights of logistic regression to be easily interpreted, as larger weights on a feature directly correspond to a higher impact of that feature in determining the classification outcome. A simple interquartile range-based outlier detection algorithm run on the weights can be used to get the upper outliers of features that were weighted highly. The simplicity of logistic regression paired with its easy interpretability made it the best classification algorithm to use for dimensionality reduction to get the most important features, or descriptors, in classifying NNRTIs. Once the important features are determined by the logistic regression-based dimensionality reduction algorithm, these features can be used in a clustering algorithm, such as a DBSCAN, on a large dataset of synthetically accessible molecules to find molecules with features similar to NNRTIs (23).

Because of the complexity associated with chemical molecules, a more powerful dimensionality reduction technique can be used in the future to more accurately model the distribution of chemical molecules in general. We can use the same logistic regression algorithm used in this paper and then run DBSCAN to find similar molecules. An effective and powerful method of dimensionality reduction is a neural network-based autoencoder, which would be trained on a massive dataset of chemical molecules to learn their distribution and the distribution of the descriptor set (24). An autoencoder would be able to directly consider the chemical structure and composition of the molecule and learn the salient features from the descriptor set, which would allow it to learn a more accurate representation of the data. Once a more accurate representation of the chemical molecule is obtained, DBSCAN can be used to find molecules with similar features as NNRTIs. Gaussian mixture models (GMMs) can augment autoencoders by considering labeled data instead of learning from unlabeled data (25). GMMs can analyze the 53 labeled NNRTI molecules to output higher fidelity inferences on the likelihood that a molecule is an NNRTI.

Significant attributes by average descriptor weight from Mordred provided insights into the pharmacophoric relevance of the structure of NNRTIs. By averaging the weights of the descriptors comprising each of the attributes, the Mordred data indicated that, from most important to least important, the MoeType, Aromatic, BondCount, CPSA, ExtendedTopochemicalAtom, CarbonTypes, EState, LogS, TopologicalIndex, Lipinski, RingCount, BaryszMatrix, BCUT, AcidBase, and Autocorrelation attributes of the NNRTI compounds were important in determining the chemical composition of NNRTIs. From these attributes, we extrapolated information about structural trends in NNRTI compounds that may enable their ability to inhibit the HIV-1 RT enzyme. It is important to note that the Autocorrelation was not considered a part of the structure of the NNRTIs, so the descriptors were discounted from our analysis.

The n5ring and n6ring attributes in Mordred compute the number of five- and six-membered rings, respectively. Essentially, the NNRTI compounds seemed to have at least one or the other, with the average of NNRTIs with five membered rings being about 0.5 rings and the average for six membered rings being 2.5 rings. From the perspective of ligand-receptor interactions, the presence of these potentially aromatic cyclic structures, which are known to be the most stable ring structures that can form from organic compounds due to their relatively low ring strain of 6.1 kcal/mol (five-membered rings) and 0.1 kcal/mol (six-membered rings), can contribute to the formation of stable intermolecular interactions (18). These aromatic ring moieties can induce π-π stacking interactions with aromatic residues in the HIV-1 RT enzyme, which potentially allow for the blocking of DNA polymerization (19). Given that NNRTI compounds bind in a hydrophobic area of RT, we hypothesized that the nonpolar amino acids present in the RT enzyme, including aromatic residues, may interact through hydrophobic interactions with NNRTI compounds to induce conformational changes in the protein that inhibit protein activity (18).

The electrotopological state of the atom, or EState, was shown to be similar across many of the analyzed NNRTIs. Several Mordred descriptors are considered in the determination of the EState of molecules. Relatively similar EState values indicate similarities in both the electronic structure and the physical structure of the molecule. Our algorithm yielded several descriptors with relatively low deviations within the specific type of descriptor itself within EState, with the majority of relevant EState descriptors having 0 % variance from their mean. The other descriptors further revealed the similarities in EState between the NNRTIs, which is a multifaceted way to define and represent molecular structures and has been used in various QSAR studies across both biochemistry and biological activity of small molecules (20).

Using cheminformatics augmented with a machine learning approach, our methodology can identify the chemical properties which are vital to NNRTIs. This insight can be leveraged broadly with other classes of molecules. For example, researchers applied molecular fingerprinting data in a machine learning algorithm to identify novel Janus Kinase 2 (JAK2) inhibitors (26). It also allows more developments into the future of machine learning. The methodology described here can be implemented to identify any novel NNRTIs in any given dataset, which has a similar structure or possesses similar activity. The approach can be extended to drug discovery campaigns beyond just HIV-1 to all types of interactions between a small molecule and protein target. This technique of structural analysis can be applied to organize compounds that are effective for use as potential drugs as well as recognize key components and structural trends in various compounds. The approach outlined in this paper can be used to make synthetic chemistry and the production of novel or hit compounds for any protein drug screening more efficient.
MATERIALS AND METHODS

To obtain a list of training compounds for our algorithm, we conducted a search for NNRTIs on the Protein Data Bank (27). The filters for our search were that the ligand must be bound to the original non-mutated HIV-1 RT protein and not form a complex with DNA. We then compiled a list of 53 NNRTI HIV-1 RT complex crystal structures from the RCSB and using the software UCSF ChimeraX (release 1.1), extracted the NNRTIs from the complex (28-46). This was accomplished through the deletion of water and other undesired atoms bound to the reverse transcriptase protein, followed by the deletion of the enzyme to yield the cleaned ligand or NNRTI. This was used as our initial group for developing the descriptors for NNRTIs. To obtain a list of all two-dimensional (2D) descriptors and some 3D descriptors of each ligand, we fed the clean NNRTI file into two different software, Mordred (version 1.20) and PaDEL (version 2.21) (15, 16). Analyzing the results from both software programs yielded a list of descriptors used to uniquely identify a compound as an NNRTI (detailed further below). In order to corroborate our results from this training dataset and demonstrate the correlation between the descriptors obtained from our filter method, we then compiled a test dataset of 1,691 molecules, consisting of our extracted NNRTIs and the CureFFI dataset of common FDA-approved drugs (47). The FDA-approved drugs were used as a dummy dataset for our NNRTIs, as these drugs were a good match for the total scope of potential drugs. Once again, Mordred and PaDEL were used to generate a .csv file of all the descriptors of the objects. Computational comparison of the descriptors of the FDA dataset against the descriptors determined to be relevant by the training dataset of 53 NNRTIs was then conducted.

The original data obtained from Mordred and PaDEL had missing values and had varying feature magnitudes. To combat this so that we could obtain more effective results, we normalized the features by dividing each feature by the largest occurrence of the feature so that the values would be strictly between 0 and 1. We performed a K-Nearest-Neighbors based imputation where the values from similar data points were substituted in for the missing values. This normalization strategy allowed a direct comparison of the weights of the logistic regression without having to take into account the initial magnitude of the calculated descriptors.

A logistic regression model was built with the data, with the 55 NNRTIs being the true positive labels and the CureFFI dataset as the true negative labels. This was implemented in Tensorflow (version 2.40), an end-to-end open-source platform for machine learning (48). The log-odds of an observation was expressed as a linear function of the K input variables x, as can be seen in Equation 1:

\[
\log \left( \frac{P(X)}{1-P(X)} \right) = \sum_{j=0}^{K} W_j x_j
\]

Solving for \( P(X) \), which is the probability that a data sample is a certain class, yields:

\[
P(X) = \frac{\exp(x)}{1+\exp(x)}
\]

Where \( z \) is the right-hand side of Equation 1. The solution to logistic regression is the representation of \( P(X) \) that maximizes the likelihood of the data, which is the product of the predicted probabilities of \( N \) data samples. In practice, evaluating that many products cause errors due to lack of numerical precision, so the products are converted into sums by maximizing the natural log of the likelihood of the data. This can be done because the logarithm function increases monotonously. L2 regularization was also added, which adds the two norms of the weight vector multiplied by a coefficient, in this case, 1, which yields a final loss function as follows:

\[
L(X|\theta) = \log P(x_i) + \sum_{i=1}^{N} \log(1 - P(x_i)) + ||w||_2
\]

The weight vector \( w \) was initialized according to a random normal distribution to have a unique non-zero gradient for each feature weight. Equation 3 was minimized by the Limited Memory Broyden–Fletcher–Goldfarb–Shanno algorithm, which is a quasi-Newtonian optimization algorithm based on the Hessian matrix (49, 50).

Once the logistic regression was computed, a confusion matrix was created, and the models' F1 scores were calculated to analyze the performance of the model. Confusion matrices plot the predicted classes against the labels, and the F1 score is the harmonic mean of the precision, or the proportion of the data points our model says were in a class that was actually in that class. We also determined our model's recall, or its ability to find all the data points that were a positive class in a dataset. Then, the distribution of the squares of the weights was examined, and the upper outlier weights were determined using a threshold of the third quartile of the data plus 1.5 times the interquartile range. Any weights above this threshold were marked as important descriptors in determining whether a molecule is an NNRTI or not.

The t-SNE algorithm was run on only the descriptors deemed important by the logistic regression-IQR algorithm to visualize the success in emphasizing the unique descriptors in NNRTIs. The high dimensional Euclidean distances between data points were converted into conditional probabilities. These probabilities represent the similarity of datapoint \( x_i \) to datapoint \( x_j \) using the conditional probability \( P_{ji} \) that \( x_j \) would pick \( x_i \) as its neighbor. Neighbors were picked according to their probability density under a t-distributed probability density function with one degree of freedom centered at \( x_i \):

\[
P_{ji} = \frac{\exp(\frac{-||x_i-x_j||^2}{2\sigma_i^2})}{\sum_{k\neq i} \exp(\frac{-||x_i-x_k||^2}{2\sigma_i^2})}
\]
A similar function $q_{ji}$ was calculated for the low dimensional counterparts of $x_i$ and $x_j$, $y_i$ and $y_j$.

$$q_{ji} = \frac{\exp (-||y_i-y_j||^2/2\sigma_j^2)^{-1}}{\sum_{k=1}^{K} \exp (-||y_i-y_k||^2/2\sigma_k^2)^{-1}}$$

For the low dimensional counterparts of $x_i$ and $x_j$ to correctly model the similarity between the high dimensional data, the conditional probabilities $p_{ji}$ and $q_{ji}$ must be equal. A measure of the effectiveness of $q_{ji}$ modeling $p_{ji}$ is the Kullback-Leibler divergence, an information-based measure of disparity among probability distributions (51). The cost function thus consisted of the sum of the Kullback-Leibler divergences over all data points.

This cost function was minimized using Gradient Descent (52).

$$C = \sum_i KL(P||Q) = \sum_i \sum_j p_{ji} \log \left( \frac{p_{ji}}{q_{ji}} \right)$$
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