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identified risk factor is genetic predisposition, i.e., family 
history (5). 
 There are four different stages for the progression of AD, 
namely early mild cognitive impairment (EMCI), mild cognitive 
impairment (MCI), late mild cognitive impairment (LMCI), and 
AD (6). Someone in EMCI cannot be diagnosed for dementia 
because they do not exhibit enough symptoms that interfere 
with their everyday lives; therefore, it is essential to detect the 
disease in its early stages of MCI to reduce the progression of 
the disease, mitigate adverse symptoms, and improve quality 
of life (7). Common symptoms of MCI include forgetfulness 
as well as difficulty concentrating, managing finances, and 
completing tasks. In this stage, the affected person often goes 
into denial about their symptoms, but it is critical to detect 
this stage before the disease progresses to the final stage 
(7,8). Since the symptoms in the MCI stage could be easily 
mis-diagnosed as frontotemporal dementia (FTD), psychiatric 
disorders, vascular dementia, or Parkinson's disease, it is 
essential to distinguish AD progression at this stage (9). To 
overcome diagnostic difficulties, researchers are studying 
cerebrospinal fluid and using techniques such as computed 
tomography (CT), magnetic resonance imaging (MRI), and 
positron emission tomography (PET) to detect early changes 
in the brains of people with MCI. Of these, MRI is the most 
used as it is completely noninvasive and widely available. 
MRI scans provide pictures of abnormal changes in the brain 
structures and detect shrinkage of areas of the brain. MRI 
theoretically provides the spatial resolution needed to resolve 
amyloid-β plaques (8-10).
 Machine learning (ML) is a branch of artificial intelligence 
that allows computers to solve complicated real-world 
problems by using statistics, probability, and algorithms to 
learn from data of interest. ML algorithms with computer-
aided diagnosis have been extensively used to develop high-
performance medical image processing systems (10-11). ML 
techniques were found to be very useful for the diagnosis of 
AD, and many studies have used classical ML methods such 
as Random Forest (12) and support vector machine (SVM) 
(13) to analyze and interpret MRI scans, classify patterns, and 
model the data. There are some limitations to using ML in this 
area since these algorithms typically involve manual selection 
of pre-selected regions of interest (ROIs) on the brain MRI 
images. Manual selection of ROIs is labor-intensive, time-
consuming, and leads to errors (14).
 Deep learning is a subset of ML which allows us to solve 
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SUMMARY
Since there is no cure for Alzheimer’s disease 
(AD), early detection is essential to mitigate the 
symptoms. However, early detection is extremely 
challenging because brain MRI scans during these 
initial stages look very similar to normal MRI scans to 
the human eye. To assist in early disease detection, 
we developed a convolution neural network deep 
learning model using a transfer learning approach to 
extract features and a custom dense layer to detect 
and classify the early stages of AD. We collected MRI 
scans from Kaggle and ADNI institutes at several 
stages of AD (mild, moderate, severe) as well as 
healthy control scans. We used Resnet-50, VGG-16, 
and DenseNet-169 base models and compared their 
performances for classifying the stages of AD. The 
test area under the curve (AUC) for each of the base 
models Resnet-50, VGG-16 and DenseNet-169 were 
0.8334, 0.9047 and 0.8898, respectively, based on 1279 
Kaggle MRI images and 0.7332, 0.7383 and 0.7133, 
respectively, based on 132 ADNI MRI images. VGG-
16 outperformed both DenseNet-169 and Resnet-50 
models and showed more accurate results. Our deep 
learning approach also detected and extracted the 
region of interest (ROI) as the superior frontal gyrus 
(SFG) and the hippocampus for the Kaggle and ADNI 
brain axial MRI images, respectively.

INTRODUCTION
 Alzheimer’s disease (AD) is an irreversible chronic 
neurodegenerative disease that results in a progressive 
loss of behavioral and intellectual characteristics due to the 
deterioration of brain tissue (1). Common symptoms include 
memory decline, language and perception issues, problems 
with reasoning or judgment, disorientation, and difficulty 
in learning (1,2). It has recently been shown that AD is the 
leading cause of dementia; approximately 70% of dementias 
are due to AD and an estimated 5.4 million people are affected 
by AD (3). Some studies show that the changes in the brain 
may begin a decade or more before the onset of cognitive 
impairment, during which there is abnormal accumulation of 
amyloid and tau proteins in the brain (4). Though the affected 
people do not experience the symptoms, there are complex 
changes in the brain which slowly cause the malfunction of 
some neurons and gradually progress to the death of brain 
cells. The first identified risk factor is age, with most cases 
occurring in seniors over 65 years old, and the second 
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complex problems using artificial neural networks that train 
themselves on large datasets. Many studies have used 
deep learning convolutional neural network (CNN) models to 
automatically detect and classify the ROI using different neural 
network architectures (16-18), and there is evidence that 
CNNs can improve the learning process and provide better 
classification results for diagnosis of Alzheimer's disease 
(15). However, there are several drawbacks and issues in 
the existing studies. Firstly, several studies were not able to 
use pathologically proven datasets, meaning the data is not 
well-suited to achieve optimal performance (17-19). Secondly, 
few studies focus on identifying the ROI, which is crucial for 
medical diagnosis (20). Identifying the ROI helps provide a 
good understanding of the disease as well as increases the 
performance of the models. Lastly, many studies carry the 
issue of class imbalance, which refers to when a dataset has 
one class with many more instances than the other classes, 
leading to misinterpretation of the model (21). 
 Accuracy and area under the curve (AUC) are different 
ways to measure the performance of a ML model by 
distinguishing between different classes (22). Since accuracy 
measure does not consider probability of the prediction, AUC 
is a better measure of a machine learning model performance 
compared to accuracy under the same settings (23). Accuracy 
is not a proven potential metric for classification problems due 
to the fact that it does not focus on the class imbalance as 
well as the per-class performance. In a scenario where the 
number of data points for fraud detection is 10 and non-fraud 
detection is 90 and a model being trained on non-fraudulent 
activities more may tend to produce an accuracy of 85%. In 
cases where the model is not recognizing even 1 fraudulent 
activity out of 10 data points, the model is performing poorly 
even though it has 85% accuracy. 
 Transfer learning is all about gaining insights by 
addressing a problem and leveraging the knowledge gained 

and its application on a problem that is similar in nature. For 
example, parts of knowledge gained in recognizing one kind of 
automobile can be applied for recognizing all kinds of similar 
vehicles. This kind of transfer of knowledge and repurposing 
saves us from reinventing the wheel and has the potential 
to significantly improve the efficiency of the target output. 
Several problems related to computations, data availability, 
and analytics have taken advantage of this transfer learning 
method. Particularly for image processing and identification, 
the transfer learning model can gain potential knowledge by 
analyzing an image, which can easily be applied to a wide 
range of datasets and classes.
 In this work, we used a transfer learning approach 
with pre-trained VGG-16, DenseNet-169, and Resnet-50 
architectures for feature extraction and developed a custom 
dense layer for classification of AD MRI images. The most 
popular publicly available databases for MRI images are the 
Alzheimer‘s Disease Neuroimaging Initiative (ADNI) (24) 
and Open Access Series of Imaging Studies (OASIS) (25), 
also called Kaggle databases. We hypothesized that we 
could develop a deep learning model for detection of early 
stages of AD by analysis of MRI scans that works across 
both MRI imaging databases. Additionally, we predicted that 
our transfer learning approach using DenseNet-169 would 
have better performance compared to VGG-16 or Resnet-50 
because it has more layers.

RESULTS
Architecture for the model
 We implemented transfer learning using well established 
existing pre-trained VGG-16, Resnet-50, and DenseNet-169 
base models in the image classification to extract the features 
and created a custom dense layer for classification of the stage 
of the AD (Figure S1). We tested our model using both ADNI 
and Kaggle databases. We used various techniques or layers 
like flattening, dropouts, batch normalization, dense layers 
and activation to build our model. Flattening is converting 
the 2-D vector matrix data into a 1-dimensional array for 
inputting it to the next layer for the dense layer to interpret 
correctly. Dropout is a way of cutting too much association 
among features by dropping the weights at a probability and 
preventing overfitting. Batch normalization is a technique 
for training very deep neural networks that standardizes the 
inputs to a layer for each mini-batch and helps stabilize the 
learning process and dramatically reduces the number of 
training epochs required to train deep networks. A dense layer 
feeds all outputs from the previous layer to all its neurons, 

Figure 1: Example of Kaggle MRI images at various stages. (a) 
Very mild dementia (b) Mild dementia (c) Moderate dementia and (d) 
No dementia (control normal).

Kaggle data-set images Very mild demented Mild demented Moderate demented Non-demented
Training 1434 images 574 images 42 images 2048 images

Validation 358 images 143 images 10 images 512 images
Testing 448 images 179 images 12 images 640 images

Table 1: Kaggle dataset images for different classes in training, validation, and testing groups.
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with each neuron providing one output to the next layer. The 
activation function of a node defines the output of that node 
given an input or set of inputs and basically decides whether 
the neuron should be activated or not.

Test results using the Kaggle database
 We obtained four classes of AD images using the Kaggle 
database, namely: “very mild demented,” “mild demented,” 
“moderate demented,” and “non-demented” (Figure 1). The 
four classes represent four stages of the disease from non-
demented (healthy or normal class) to moderately demented. 
We split the data into three sets: a training set consisting of 
64% of the dataset (4098 images), a validation set consisting of 
16% of the dataset (1023 images), and a testing set consisting 
of 20% of the dataset (1279 images). We used 1434 images, 
574 images, 42 images, 2048 images for training, 358 images, 
143 images, 10 images, 512 images for validation and 448 
images, 179 images, 12 images and 640 images for testing 
for each of the classes very mild demented, mild demented, 

moderate demented and non-demented respectively. We 
used all the images that were available in the Kaggle dataset 
as shown in Table 1.
 Categorical cross entropy is a loss function that is used 
in multi-class classification tasks. These are tasks where 
a variable can only belong to one out of many possible 
categories, and the model must decide which one. Cross-
entropy calculates the difference between two probability 
distributions. We used categorical cross entropy as the loss 
metric and AUC as the performance metric. Our dataset was 
highly imbalanced, and AUC has been shown as a potential 
metric to determine model performance for these types of 
cases (26). In the context of our results, the higher the AUC, 
the better the model is at predicting the classes and hence 
distinguishing between patients with disease and no disease. 
We used a transfer learning approach to train all the reference 
models (Resnet-50, VGG-16, and DESNENET-169). 
An epoch is a process of training the neural network with 
the training data for one-cycle. It indicates the number of 
passes of the training dataset the ML algorithm completes. 
Initially, we use a random kernel and the performance was 
low. The number of epochs is the number of times that the 
algorithm will work through the entire training dataset. One 
epoch means that each sample in the training dataset has 
had an opportunity to update the internal model parameters. 
The performance of the model stops improving because the 
model detection rate is not getting better.
 We calculated the performance of the models across 
epochs using the custom dense layer we developed (Figure 
2 A-B). The training AUC performances for each of the 
models DenseNet-169, VGG-16, and Resnet-50 were 0.98, 
0.95, and 0.875 after 23, 30, and 39 epochs, respectively. 
Both DenseNet-169 and VGG-16 showed an increasing trend 
in the AUC performance metric until they reached their final 
values. Resnet-50 was flat even after 20 epochs which means 
that the model training is not improving with epochs (Figure 
1). The validation AUC performances for each of the models 
DenseNet-169, VGG-16, and Resnet-50 were 0.88, 0.87, 
and 0.78 after 22, 28, and 39 epochs, respectively. Similarly, 
both DenseNet-169 and VGG-16 showed an increasing 
trend in performance until they reached their final values. 
Resnet-50 started off at around 0.87 and was flat even 
after 20 epochs. The testing AUC performances for each of 
the models Resnet-50, VGG-16, and DenseNet-169 were 

Figure 2: Training and validation AUC performance for each 
of the models using Kaggle and ADNI data sets. We split the 
Kaggle data into three sets: a training set consisting of 64% of 
the dataset (4098 images), a validation set consisting of 16% of 
the dataset (1023 images), and a testing set consisting of 20% of 
the dataset (1279 images). (a) The training Area Under the Curve 
(AUC) performance for each of the models DenseNet-169, VGG-16, 
and Resnet-50 were 0.98, 0.95, and 0.875, respectively, after 23, 
30, and 39 epochs, respectively, using the Kaggle dataset. (b) The 
validation AUC performance for each of the models DenseNet-169, 
VGG-16, and Resnet-50 were 0.88, 0.87, and 0.78, respectively, after 
22, 28, and 39 epochs, respectively, using the Kaggle dataset. We 
split the ADNI data into three sets: a training set consisting of 80% 
of the dataset (1035 images), a validation set consisting of 10% of 
the dataset (129 images), and a testing set consisting of 10% of the 
dataset (132 images). (c) The training Area Under the Curve (AUC) 
performance for each of the models DenseNet-169, VGG-16, and 
Resnet-50 were 0.705, 0.88, and 0.70, respectively, after 29, 59, and 
16 epochs, respectively, using the ADNI dataset. (d) The validation 
AUC performance for each of the models DenseNet-169, VGG-16, 
and Resnet-50 were 0.705, 0.8905, and 0.70, respectively, after 29, 
59, and 16 epochs, respectively, using the ADNI dataset.

Model Kaggle 
performance

ADNI 
performance

Resnet-50 0.8334 0.7332
VGG-16 0.9046 0.7383
DenseNet-169 0.8898 0.7113

Table 2: Performance (AUC) data for Resnet-50, VGG-16, and 
DenseNet-169 models using Kaggle and ADNI data.
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0.8334, 0.9047, and 0.8898, respectively, based on 1279 MRI 
test images (Table 2). VGG-16 had the best performance for 
testing, training and validation compared to other models. 
Additionally, our deep learning approach also determined the 
ROI to be the superior frontal gyrus (SFG) (Figure 3).

Test results using the Kaggle database
 We obtained five classes of AD images using the ADNI 
database, namely: early mild cognitive impairment (EMCI), 
mild cognitive impairment (MCI), late mild cognitive impairment 
(LMCI), AD (AD), and control normal (CN) (Figure 4). The five 
classes represent five stages of the disease from CN (healthy 
or normal class) to AD classes. We split the data into three 
sets: a training set consisting of 80% of the dataset (1035 
images), a validation set consisting of 10% of the dataset 
(129 images), and a testing set consisting of 10% of the 

dataset (132 images). We used 192 images, 186 images, 57 
images, 136 images, 464 images for training, 24 images, 23 
images, 7 images, 17 images, 58 images for validation and 24 
images, 24 images, 8 images, 18 images and 58 images for 
testing for each of the classes EMCI, MCI, LMCI, AD and CN 
respectively as shown in Table 3. Generally, T2 star is not the 
best image to use because it typically has a lower resolution 
and the delineation between the white matter and cortex is 
not well defined. We used T2 images in our study because 
in people with AD, you will see cortical thinning clearly and 
hence T2 images are better suitable to be used in the early 
AD detection studies. 
 The training AUC performances for each of the models 
DenseNet-169, VGG-16, and Resnet-50 were 0.705, 0.88, 
and 0.70 after 29, 59, and 16 epochs, respectively (Figure 
2 C-D). VGG-16 showed an increasing AUC trend until 
reaching its final values. Both DenseNet-169 and Resnet-50 
did not show a significant increase in the performance and 
soon saturated after the initial 6-8 epochs which means that 
the model training is not improving with epochs (Figure 1). 
The validation AUC performances for each of the models 
DenseNet-169, VGG-16, and Resnet-50 were 0.705, 0.8905, 
and 0.70 after 29, 59, and 16 epochs, respectively (Figure 
2 C-D). VGG-16 showed an increasing AUC trend until the 
model reached its final value. Both DenseNet-169 and 
Resnet-50 did not show much increase in the performance 
and saturated after the initial 6-8 epochs. 
 The testing AUC for each of the models Resnet-50, 
VGG-16, and DenseNet-169 were 0.7332, 0.7383, and 
0.7133, respectively, based on 132 test MRI images (Table 
1). Overall, VGG-16 had the best performance for testing, 
training and validation compared to other models. Our deep 

Figure 3: Region of interest (ROI) using Kaggle data showing 
the superior frontal gyrus (SFG) on the brain axial MRI images 
of the VGG-16 data. (A) with ROI and (B) without ROI. Red color 
shows the accurate location of the ROI.

ADNI data-set images EMCI MCI LMCI AD CN
Training 192 images 186 images 57 images 136 images 464 images
Validation 24 images 23 images 7 images 17 images 58 images
Testing 24 images 24 images 8 images 18 images 58 images

Table 3: ADNI dataset images for different classes in training, validation, and testing groups

Figure 4: Example of ADNI MRI images at various stages. (a) Control Normal (b) Early Mild Cognitive Impairment (EMCI) (c) Mild 
Cognitive Impairment (MCI) (d) Late Mild Cognitive Impairment (LMCI), and (e) AD (AD).
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learning approach also determined the ROI for the VGG-16 
model to be the hippocampus area on the brain axial MRI 
images (Figure 5). 

DISCUSSION
 In this work, we compared different models and datasets 
to improve early detection of AD using MRI images. By 
determining the testing dataset model performances, we 
can conclude that the VGG-16 model outperformed both 
DenseNet-169 and Resnet-50. Though Resnet-50 has been 
previously shown to have better performance on the ImageNet 
dataset (27-28), a large dataset of annotated photographs 
intended for use in development of visual object recognition 
software, relative to other models, our data showed Resnet-50 
performed poorly on the medical imaging datasets. This 
is probably because Resnet-50 has a skip connection 
architecture unlike the other two which have straight forward 
architecture. Thus, straight forward architectures may better 
fit our dataset. Of the two models using a straightforward 
architecture, VGG-16 performed better than DenseNet-169. 
It is possible that DenseNet-169 may have too many layers 
and our images may not have enough features to extract, 
leading to overfitting of the dataset. Instead, we may just 
need straightforward architecture with a moderate number 
of layers for exemplary performance. For the Kaggle data, 
both DenseNet-169 and VGG-16 showed an increasing trend 
in the AUC performance metric on training and validation 
data until they reached their final values which means the 
training performance is improving with adding more data and 
with more epochs. Resnet-50 did not show any improvement 
with an increasing number of epochs suggesting the training 
performance not responding to epochs. All the models were 
stopped at 15 epochs if the performance did not improve. 
 One interesting observation was that the DenseNet-169 
model using the Kaggle dataset showed better training 
performance compared to the VGG-16 model, though it was 
not better for validation and testing. This discrepancy may 

be due to the presence of many layers in the DenseNet-169 
model which helped during the training phase, but overfitting 
may have affected the validation and testing performance 
(27). This can be prevented by human intervention such as 
labeling, acquiring more data, and other methods (27-30).
 To the best of our knowledge, our transfer learning model 
performance (AUC = 0.906) is the highest compared to other 
studies using transfer learning and Kaggle datasets (31-32) 
as shown in Table-2. Our AUC performance using the Kaggle 
dataset was also higher compared to performance metrics 
on the ADNI dataset, likely due to the fact that the Kaggle 
dataset had 2.5 times the number of images as the ADNI 
dataset. Due to limited axial images in the ADNI dataset and 
the degree of manual involvement in the processing of these 
ADNI MRI images, we were not able to get as many ADNI 
images as we were from the Kaggle dataset in this study.
 In this study and unlike previously published work, we 
employed automatic detection and extraction of ROI. Our 
deep learning model determined that the ROI was the superior 
frontal gyrus (SFG) using Kaggle data and the hippocampus 
area using the ADNI brain axial MRI images. The SFG 
contributes to higher cognitive functions and particularly to 
working memory. The hippocampus area mainly participates 
in short-term memory and sometimes episodic memory (33-
34). Notably, the prediction of the ROI by our model using 
Kaggle and ADNI datasets was different. This was mostly 
likely because the axial scans of the MRI scans were not 
matched across the datasets (ADNI vs Kaggle), and they were 
sliced at different locations axially. Our model detected other 
possible ROIs in the Kaggle and ADNI images (Figures 4 and 
7, yellowish-green areas), but these were not as prominent 
as the hippocampus and superior frontal gyrus areas in the 
ADNI and Kaggle images, respectively.
 We have improved upon one of the issues (of not using 
pathologically proven dataset) other researchers have 
experienced by using benchmark datasets like ADNI and 
Kaggle (17-19). Our study also identified the ROI, which 
identifies the location of the region which could be the root 
cause of the disease and hence provides good understanding 
of the disease as well as increases the performance of the 
models. Additionally, we overcame the class imbalance 
issue using a data augmentation technique. Lastly, we 
rotated the images to certain angles to make the model more 
generalizable. 

MATERIALS AND METHODS
Data acquisition and pre-processing 
 Data from the ADNI and Kaggle databases were fed 
into the model after data preprocessing (Figure S2). In 
the preprocessing step, we re-sized all the images to be 
consistent at 224 x 224 pixels to match the academic 
standard. We used the axial T1 star images of the axial brain 
MRI scans for Kaggle and T2 star images for ADNI to classify 
the stage of the AD and to find the region of interest. The 
ADNI database is jointly funded by the National Institutes of 

Figure 5: Region of interest (ROI) using ADNI data showing the 
hippocampus area on the brain axial MRI images of the VGG-
16 data. (A) with ROI and (B) without ROI. Red color shows the 
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Health (NIH) and industry via the Foundation for the NIH. The 
OASIS database, also called Kaggle, is freely available to the 
scientific community. Kaggle compiles a multi-modal dataset 
generated by the Knight Alzheimer Disease Research Center 
(Knight ADRC) and its affiliated studies.
 The data augmentation was very crucial in our project as 
the ADNI dataset was much smaller than the Kaggle dataset, 
and only 1038 images were available for training, consisting 
of five classes. Therefore, we used some augmentation 
techniques i.e., rotation, flipping, etc. which helped the 
model to be more generalizable and reduce over-fitting of the 
dataset. 
Model details
 We used categorical cross entropy as the loss metric and 
AUC (area under the curve) as the performance metric. The 
AUC performance metric uses recall, sensitivity, specificity, 
and precision internally to determine the model performance. 
The two approaches we used to compare the models are 
transfer learning approach and custom model building in 
tensor Flow. We also used two different datasets to evaluate 
the benchmarking datasets namely ADNI and Kaggle. 

Custom dense layer details
 Rectified Linear Unit (ReLU) is a type of activation function 
in neural networks that returns 0 if the input is negative, but 
for any positive input, it returns that value back. We used 
a rectified linear unit (Relu), which rules out the negative 
valued output from the previous layer and only considers the 
positive valued output from the previous layer. We made a 
dense architecture with two dense layers consisting of 2048 
and 1024 nodes, respectively (Figure S1). We used batch 
normalization for each dense layer output to redistribute the 
output values to a mean of 0 with a standard deviation of 1 
such that the network will be stable throughout the training. 
We used dropout for regularization to only consider a certain 
number of nodes for each epoch to ensure proper training 
happens for each node.
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Supplemental: 

 

Figure S1. CNN deep learning model architecture using transfer learning (using VGG-16, Resnet-50, or 

DenseNet-169) for feature extraction and custom dense layer for classification.  

 

 



 

Figure S2. Block diagram showing the various steps involved in the deep learning CNN model 
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