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LLM that was built on BERT, is currently ranked seventh for 
the General Language Understanding Evaluation (GLUE) 
benchmark (3,4). The GLUE benchmark is a large dataset 
that creates several fundamental tasks of natural language 
processing (NLP) including question answering and text 
classification, amongst others. The base version of the BERT 
model comprises 86 million total parameters while the large 
version has over 300 million parameters. To be able to fine-tune 
such a model on a task, a GPU and a considerable amount of 
time is required. Additionally, achieving optimal performance 
requires hyper parameter tweaking, such as training for more/
less epochs (training iterations) and increasing/decreasing 
the learning rate (how aggressive the training approach is), 
which further the total time complexity. Traditional methods 
attempt to use classical machine learning algorithms (as 
opposed to deep learning neural networks) paired with text 
feature extraction tools, such as term frequency –  inverse 
document frequency vectorizers (TF–IDF) to model textual 
data (5). These methods are computationally simpler than 
current state of the art techniques, but do not achieve the 
same level of performance. The primary issue with such 
methods is that they fail to incorporate textual relationships 
into the features they provide. However, these methods do 
indicate that machine learning methods can be viable so 
long as meaningful features are provided. Methods that 
utilize information from the writing process, rather than just 
information from the produced text itself, do exist and have 
achieved success. Keystroke logging is the act of recording 
keyboard events while a user is typing. The data collected 
from keystroke loggers can be very informative and reveal 
information about textual data that the text itself cannot (6). 
For example, suppose a writer takes a deep pause when 
writing, perhaps planning out the rest of their essay or for 
some other deliberation. Looking at just the written text, it 
would be impossible to assess that such a pause was ever 
taken. However, with keystroke log data, one can analyze the 
time between clicked keys and discover such events.
	 Due to the differences in the way current LLM methods 
and keystroke log methods approach text-based problems, 
a hybrid approach could improve the results of both. LLM 
methods offer a detailed look into the text itself and the 
deeply encoded properties within it, while the keystroke log 
approach uncovers details about the writing process, missing 
from the final product. A combination of both should therefore 
provide the best results on downstream tasks. However, if 
resources are limited, an approach solely using keystroke log 
data could be advisable as one can fully train a model and 
perform inference with just a CPU in a very short amount of 
time. Therefore, the use of keystroke log data could not only 
serve as a source of improvement on NLP performance but 
could also serve as a speedy alternative in many situations.

Gradient boosting with temporal feature extraction for 
modeling keystroke log data

SUMMARY
Although there has been great progress in the field of 
Natural language processing (NLP) over the last few 
years, particularly with the development of attention-
based models, less research has contributed 
towards modeling keystroke log data. State of the art 
methods handle textual data directly and while this 
has produced excellent results, the time complexity 
and resource usage are quite high for such methods. 
Additionally, these methods fail to incorporate the 
actual writing process when assessing text and instead 
solely focus on the content. Therefore, we proposed a 
framework for modeling textual data using keystroke-
based features. Such methods pay attention to how 
a document or response was written, rather than the 
final text that was produced. These features are vastly 
different from the kind of features extracted from raw 
text but reveal information that is otherwise hidden. 
We hypothesized that pairing efficient machine 
learning techniques with keystroke log information 
should produce results comparable to transformer 
techniques, models which pay more or less attention 
to the different components of a text sequence in 
a far quicker time. Transformer-based methods 
dominate the field of NLP currently due to the strong 
understanding they display of natural language. We 
showed that models trained on keystroke log data are 
capable of effectively evaluating the quality of writing 
and do it in a significantly shorter amount of time 
compared to traditional methods. This is significant 
as it provides a necessary fast and cheap alternative 
to increasingly larger and slower LLMs.

INTRODUCTION
	 Transformer attention-based methods have largely 
dominated text-based supervised learning over the last 
few years, mainly due to publicly available large language 
models (LLMs) (1, 2). These models allow for highly efficient 
and effective fine tuning on downstream tasks, such as 
sequence classification and question answering. Despite the 
reduced time it takes to fine tune LLMs relative to training 
a model entirely from scratch, the training process can still 
take considerable time and requires support from a graphics 
process unit (GPU).
	 Bidirectional encoder representations from transformers 
(BERT) were one of the first LLMs and also one of the first 
models to utilize attention, which gave it the unique ability of 
understanding how words relate to one another. Decoding-
enhanced BERT with disentangled attention (DeBERTa), an 
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	 Prior research has been conducted on utilizing keystroke 
log data for modeling certain downstream tasks. Positive 
relationships have been found between keystroke information 
and students’ writing processes by modeling keystroke 
log data with heavy tailed probability distributions (7). 
Specifically, work has demonstrated that task engagement 
and writing efforts may play a big role in the overall quality of 
writing produced (8). Other research focused on assessing 
student writing quality by modeling features extracted from 
keystroke log data (9). This work demonstrated promising 
results for uncovering relationships between keystroke log 
data and writing quality. Each of these works suggest that 
keystroke information may have strong predictive power for 
the quality of writing, However, due to the older models that 
were used in these papers, we believe that the results could 
be improved upon with newer, advanced machine learning 
models. Research has also shown that just the number of 
words written in an essay within the first 999 keystrokes could 
be powerful predictors for machine learning models (10). On a 
similar note, work has shown writing quality could be modeled 
successfully with just two to five features (variables that can 
be manipulated to make predictions), with the number of 
keystrokes for a given essay being the most important (11). 
Research in 2022 looked at identifying students in need 
of assistance using a variety of features similar to those 
extracted from the 2022 study, using models such as Naive 
Bayes, SVM’s, and random forests (12). While this research 
was insightful, the methods did not address assessing the 
quality of writing.
	 Recently, research has been conducted examining the use 
of keystroke dynamics paired with machine learning models 
(13). In this research, the authors use classical machine 
learning models like SVM’s, random forests, and K-nearest 
neighbors, in addition to deep learning methods like neural 
networks. These models were used to analyze keystroke log 
data to distinguish between the different users who typed 
responses. The authors ultimately offered a comparative 
analysis of different models for biometric identification 
(determining the identity of a person), while we have focused 
on a single gradient booster’s performance on keystroke log 
data for analyzing the quality of students’ writing versus the 
performance of LLMs on the same task. 
	 We hypothesized that pairing efficient machine learning 
techniques with keystroke log information will produce 
results comparable to transformer techniques in less 
time. We demonstrated that gradient boosters, machine 
learning algorithms that merge the ideas of neural networks 
and random forests into one algorithm, using keystroke 
information are able to produce strong results on assessing 
student writing in under a second. It is clear that keystroke log 
data, normally consisting of keypress speed and frequency, 
which describes the writing process, can be just as useful 
for understanding student writing as the actual writing itself. 
Our results suggest the writing process reveals important 
information that is often missed in traditional NLP techniques, 
specifically within the task of evaluating the quality of writing. 
This additional information could be helpful not only by itself 
for efficient and fast data modeling as shown in this paper, but 
also paired with the original text may provide the entire picture 
of a student’s writing which could lead to improvements on 
modeling in the field as a whole.

RESULTS
	 Raw keystroke data consists of the type of key event 
taking place over time and is then grouped according to the 
session it took place. Features that were extracted from this 
raw data involve the number of keystroke events, average 
time taken per keystroke and more (Table 1). A gradient 
boosting classifier was then trained on this extracted data 
to distinguish between different qualities of writing. This 
particular classifier was chosen because it has been shown to 
be extremely efficient and accurate when dealing with tabular 
data. The main metrics for evaluating the model are the root 
mean square error (RMSE) and quadratic weighted kappa 
(QWK). 
	 The major results looked at are the times it took for a 
certain model to train and the scores it achieved in predicting 
the quality of an essay given the actual quality it received by 
human raters. On average, each model scored an RMSE 
of 0.6624 taking a total of 0.3774 seconds to train (Figure 
1). The normalized RMSE for each model, on average, was 
0.1104, due to the range of our target variable being equal 

Table 1: Base-level extracted features synthesized from general 
patterns discovered within the raw keystroke log data. These 
features represent simple patterns that were recovered from an 
individual's writing process. Most features relate to the time it took 
for keystroke events as well as the types of keystrokes occurring.
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to a constant six. We used LightGBM to model the data, a 
powerful gradient booster that combines accuracy with 
efficiency. Additionally, the hierarchical-based processing 
of the LightGBM model allows for feature importance to be 
estimated (14). The relative importance of each feature was 
calculated with word count, paragraph count, and pause 
frequencies being among the most important (Figure 2). We 
also graphed and analyzed the types of error (Figure 3). The 
model was fairly even in the errors it made, overestimating 
and underestimating the score an essay received fairly 
equally. Additionally, barring any outliers, the model was at 
most off by two points for a grade when assessing a given 
essay, indicating that there was generally a strong agreement 
between the predictions and the official scores. 

	 To fully understand how the performance of this model 
compares to LLM based methods and to address our original 
hypothesis, we compared our results to prior research that 
used LLMs to assess the quality of essay writing (16). We 
specifically examine Table 3 of the paper as it features the 
QWK scores for two tasks most related to our own (automatic 
essay grading with a score range of 1–6). Our model scores 
an average QWK of 0.7018 (Figure 4). In comparison, most of 
the LLMs featured in the paper achieve under 0.7 for the first 
experiment and above 0.775 for the second experiment. 

DISCUSSION
	 In this paper, we highlight a different way of approaching 
natural language tasks, one that doesn’t involve the language 

Figure 2: LightGBM’s feature importance. The importance of each feature to the model trained on a specific data split, where a higher 
numerical value means that a feature is relatively more important than another. This means that a feature. The number of words and paragraphs 
are shown to be most important to the model.

Figure 1: LightGBM performance on evaluating student essays based on RMSE and QWK. This graph shows the results the model 
obtained for each of the 5 data splits, including its quantitative performance and the time it took to train. An average RMSE of 0.6624 was 
obtained taking 0.3774 seconds on average.
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itself. In the last few years, attention-based methods have 
taken over the field of NLP. While these methods have 
drastically improved on the results obtained by older methods, 
they have also increased the run time and resources required
to model such data. Right now, the norm appears to be fine-
tuning models with billions of parameters to achieve strong 
results on down-stream tasks. Specifically, the transformers 
we compared to were trained with a Nvidia RTX8000 GPU 
and a majority of the models used had well over a million 
parameters. These results reveal two very important 
comparisons with our own experiment. Firstly, our own 
gradient booster is able to achieve a very similar performance 
on scoring essays as LLMs, as can be seen with the numbers 
above. Secondly, we can see that without the use of a GPU, 
our own model requires significantly less time or computing 
power due to the significantly smaller nature of the model. 
This supports our original hypothesis as our gradient booster 
using keystroke features performs at a level comparable to 
transformer based LLMs while using less time and computing 
power. 
	 Keystroke log data also gives us insight that we are not 
able to observe normally with raw textual data. Although 
incorporating keystroke information with the actual text 
data could further improve results, we found only using the 
keystroke log data was not only effective but also highly 
efficient. Gradient boosters are extremely quick and precise 

when handling datasets with a relatively low number of 
features (around 40 used here). Additionally, the writing 
process itself offers a new way to view and process textual 
data. Rather than the words that ended up on the final paper, 
the words that were deleted, sentences that were edited, and 
other features that are missing from the final product could be 
used as inputs to simpler machine learning models. Machine 
learning models have been used in the past for processing 
text, typically paired with embedding models like term 
frequency-inverse document frequency (TFIDF) vectorizers, 
GLOVE vectors, and FastText amongst many others (17, 18). 
Although these methods are often more cost-effective than 
transformer-based methods, they usually perform worse. 
Additionally, with almost all of these methods, the textual data 
is transformed into a feature space with a high dimensionality, 
resulting in a time-consuming training time even for smaller 
machine learning models.
	 However, using gradient boosters with keystroke log data, 
we were able to exploit the writing process to represent an 
essay with a significantly smaller feature set. Additionally, a 
strong normalized RMSE demonstrates the strong capability 
of gradient boosters trained on keystroke log features. Further 
task-related optimization could drop this loss further, such as 
model fine-tuning or more feature engineering. 
	 There were some limitations and shortcomings to note 
while interpreting these results. The first major limitation 
regards the process of collecting keystroke log data. Unlike 
raw textual data, which can easily be recorded in the form 
of a response or scraped off the internet, keystroke log 
data requires software to collect the data and permissions 
from users. This is a far more complicated process for data 
collection compared to traditional methods, which could 
make it difficult to use keystroke log data in certain tasks. 
Additionally, performing inference with keystroke log data 
would require keystroke log software to be active while a new 
user is typing. The data collection phase is more difficult for 
keystroke log data compared to raw textual data and limits the 
usability of the methods provided here.
	 Another limitation faced in this paper is a lack of reliable 
comparison between keystroke log methods and state of 
the art transformer-based methods. Due to the anonymous 

Figure 4: Sample time series displaying the number of keystrokes over time. The number of keystrokes in each 60 second time slice 
(sequential segments of 60 second time spans where an index corresponds to the position of the segment) for a single participant while they 
were writing (blue). It also shows the line of best fit used to determine slope degree (for 30 and 60 second time slices) (orange) and some 
noticeable local maxes and mins (red).

Figure 3: Prediction residuals. The above figure shows a histogram 
of the differences between the predictions made and the true targets.
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nature of the data used in this paper, it is not possible to see 
how a transformer model would have scored on the original 
text data nor is it possible to see the performance of a hybrid 
model. While we did attempt to compare the performance of 
LLMs compared to gradient boosters, this comparison was 
not made on the same set of data, so it instead serves as a 
rough estimate rather than a completely precise measure.
	 Using keystroke log data to model textual inputs is a 
less explored part of NLP and we presented ideas intended 
to serve as a baseline. Several changes or additions could 
improve the results. These revisions can be as simple as 
optimizing the hyper-parameters of the model and ensembling 
or stacking several models, or as complicated as engineering 
new features from the time-series component of the data. 
Another important development could be the creation of 
a non-anonymized keystroke log dataset. This would allow 
researchers the ability to compare the strength of models 
using keystroke log data to the strength of models using 
textual data. This could show the validity of keystroke-based 
methods as well as highlighting the trade-off in efficiency 
versus performance. Additionally, this data could be used to 
explore hybrid methods which utilize both the final product 
and the process of getting to the final product. Such a model 
would be able to get a strong variety of features, which could 
allow for even stronger results. Another potentially interesting 
form of research with keystroke log data is a longitudinal 
analysis. Uncovering changes in the way people type as a 
function of time could be both interesting and insightful.
	 While we focused on optimizing time complexity, optimizing 
performance could also be achieved. The easiest and possibly 
most effective way for achieving stronger results is to adjust 
the parameters of the model. For example, increasing the 
number of individual estimators in the model could boost the 
performance of a model, albeit while increasing the training 
time. Other parameters, like the learning rate or number of 
leaves can be specifically obtained through techniques like 
Bayesian optimization (15). While Bayesian optimization 
is a certain way of improving the results of the booster, the 
process of recovering parameters that yield significant 
improvements can be time-consuming, especially if we have 
a larger number of data points. Therefore, employing these 
improvements should be considered if the user is willing to 
make a time versus performance sacrifice.
	 In addition to assessing writing quality, it is possible to 
recover the overall structure of the essay using the keystroke 
log information. For example, one can reconstruct the final 
finished essay just with anatomized characters (all characters 
replaced with a constant character). Of course, this new essay 
will not carry any of the actual content as the original, but it 
could be processed by a transformer model to reveal deeper 
structural features, as transformer based models can extract 
information from the structure of a text. Pairing this with 
additional features could improve the model results. Once 
again, however, this would result in an increased training 
time and would likely need the support of a GPU. A GPU is a 
processor specialized for performing complex mathematical 
operations, similar to those seen when training large neural 
networks like transformers. However, these processors 
are often expensive and not readily available. Rather than 
improving the model itself, we believe that improvements to 
the data could be both more efficient and more effective. 
Crafting new features would not drive up the training time 

significantly but could lead to improvements in performance.
	 To summarize, we introduced a new framework for handing 
keystroke log data and a different approach for handing 
textual inputs. Many existing LLM models require hours to 
train precisely. Our results highlighted a significantly shorter 
training time for our models and an average normalized RMSE 
across five folds of 0.1104, indicating the reliability of using 
gradient boosters to assess the quality of text. Additionally, we 
demonstrated that gradient boosters using keystroke log data 
achieved comparable results to LLMs on similar tasks with 
QWK scores of roughly 0.7 amongst all models. Furthermore, 
the similar performance of the model proposed in this paper 
was reached in significantly less time and with significantly 
less resources. These results directly address and support 
our original hypothesis. However, future work must be done to 
reveal the potential of hybrid models which capture both the 
writing and the writing process.

MATERIALS AND METHODS
	 A Intel(R) Core(TM) i7-1065G7 CPU @ 1.30GHz processor 
was used with 16 GB of memory. Additionally, all scripts were 
run in python on VSCode. The model we employed  was a 
LightGBM regressor, which utilizes decision trees as its 
underlying model (14). Decision trees work by continuously 
partitioning data based on conditions and then assigning 
values to partitioned groups. One such example of this is 
“if age is greater than 21, classify as adult, else classify as 
child.” LightGBM combines hundreds of these decision trees 
while also optimizing the size of the trees. In this paper, the 
LightGBM model had 100 decision trees and was trained until 
the loss (a measure of how well the model could predict new 
essays) stopped decreasing.
	 Each response was assigned one score that will be 
predicted, but each response has over 3000 individual 
keystroke events that were made (19). This means that we 
have to develop features that either aggregates keystroke 
events into one cumulative feature or incorporates information 
on the time series aspect of a group of keystroke events. Let 
us imagine that we have N responses, each with M keystroke 
events and each keystroke event carries L features. The 
dimensionality of this data is (M * N) * L, which does not fit 
our target dimensionality of N. In other words, we do not have 
a single target for a single row of features. By performing 
feature extraction to this raw data, we are able to transform 
the raw data into N * L dimensionality which is suitable for our 
machine learning models as we can now use L features to 
predict a single output variable. Such features mostly involve 
mean, min, max, and other calculations which pick up on 
higher level patterns in the data (Table 1). Additionally, many 
features in this paper come from or are built upon features 
created in previous papers (8,9,11).
	 The next set of features that were extracted were based 
on the time series component of the data. 30 and 60 second 
slices were created from the raw data and the number of 
events that occurred within each interval were recorded 
(Figure 4). For a particular feature, 30 indicates time slices 
of length 30 seconds and 60 indicates time slices of length 
60. The main goal in extracting features from the time 
series aspect of writing is to uncover patterns like a writer’s 
consistency, focus, organization and other features that can’t 
be picked up from simple statistics or the actual writing itself 
(Table 2). 
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	 To evaluate the model, we chose RMSE and QWK. In the 
RMSE equation (Equation 1), i denotes the ith sample in the 
set, y represents the sequence of targets we are predicting, 
ŷ represents the corresponding sequence of predictions our 
model made, and N is the total number of samples there are. 
Additionally, y(i) is the ith sample in the sequence. In this 
paper, y represents the target variable which is the scores 
of essays determined by human raters taking on values from 
0.5 to 6. In the QWK equation (Equation 2), i and j denote 
the ith row and jth column of a matrix. w represents a weight 
matrix, O represents a confusion matrix, and E represents the 
expected value matrix. 

	 Equation 1

	 Equation 2

All code used in this work for generating the models and 
analyzing data can be found within the following github 
repository: https://github.com/Ryan6407/Modeling_
KeystrokeLogData/tree/main.
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