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Article

 The last decade has witnessed the rapid development 
of neural machine translation (NMT), an end-to-end method 
that builds MT models based on deep neural networks such 
as recurrent neural networks, convolutional neural networks, 
and transformer networks (2-6). Typically, an NMT model 
consists of an encoder that maps source language text into a 
high dimensional vector and a decoder that generates target 
language text based on the vector. NMT systems directly 
learn translation knowledge from bilingual training corpora, 
consisting of sentence pairs of source and target languages. 
Generally, the larger the training corpus size, the better the 
translation quality. To perform translation, the NMT models 
first “read” the source text as a whole and then generate 
the target text word-by-word based on an understanding 
of the source text. This process is analogous to human 
translators, producing high-quality translation in terms of both 
accuracy and fluency. These advantages have made NMT a 
breakthrough technology in the history of MT (1).
 However, NMT models still face challenges (7, 8). Firstly, 
their performance significantly depends on the amount of 
annotated bilingual training corpus. However, the collection of 
large training data is very expensive. Secondly, incorporating 
external knowledge, such as domain knowledge, named 
entities and terminologies, into NMT models is a considerable 
task. To improve translation quality for a specific domain, 
the NMT models typically need to be retrained or fine-tuned 
using in-domain data or to leverage external memory to store 
translation knowledge of terminologies (9, 10). As mentioned, 
it is expensive to collect an annotated corpus, especially 
for specific domains. Thirdly, conventional NMT models are 
usually specialized for a particular translation task. Thus, 
additional training would be needed if we wanted to refine the 
outputs.  To solve the above problems, a model must have 
more comprehensive abilities in language understanding and 
generation. 
 In this study, we investigated the translation ability of large 
language models (LLMs). An LLM is a pre-trained model 
that uses an unsupervised machine learning method to train 
a deep neural network, usually with hundreds of billions of 
parameters, on large unannotated data. Leveraging big 
data, deep neural networks, and numerous parameters, 
LLMs show good language understanding and generation 
abilities in many natural language processing tasks, such as 
text generation, human-machine dialogue, and question and 
answering (11-13).
 Since MT requires both good understanding and 
generation abilities, we hypothesized that LLMs can be easily 
adapted for translation tasks via prompts or fine-tuning, and 
they can outperform conventional NMT models in four aspects, 
including translation quality, interactive ability, knowledge 
incorporation ability, and domain adaptation. We compared 
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SUMMARY
Machine translation, which uses computers to 
translate one language into another, is one of the most 
challenging tasks in artificial intelligence. During the 
last decade, neural machine translation (NMT), which 
builds translation models based on deep neural 
networks, has achieved significant improvement. 
However, NMT still faces several challenges. For 
example, the translation quality of an NMT system 
greatly depends on the amount of bilingual training 
data, which is expensive to acquire. Furthermore, it 
is difficult to incorporate external knowledge into 
an NMT system to obtain further improvement for a 
specific domain. Recently, large language models 
(LLMs) have demonstrated remarkable capabilities in 
language understanding and generation. This raises 
interesting questions about whether LLMs can be 
good translators and whether it is easy to adapt LLMs 
to new domains or to meet specific requirements. In 
this study, we hypothesized that LLMs can be adapted 
to perform translation by using prompts or fine-
tuning and these adapted LLMs would outperform the 
conventional NMT model in four aspects: translation 
quality, interactive ability, knowledge incorporation 
ability, and domain adaptation. We compared GPT-
4 and Google Translate, the representative LLM 
and NMT models, respectively, on the WMT 2019 
(Fourth conference on machine translation) dataset. 
Experimental results showed that GPT-4 outperformed 
Google Translate in the above four aspects by 
exploiting appropriate prompts. Further experiments 
on Llama, an open-source LLM developed by Meta, 
showed that the translation quality of LLMs can be 
further improved by fine-tuning on limited language-
related bilingual corpus, demonstrating strong 
adaptation abilities of LLMs.

INTRODUCTION
 Machine translation (MT), which aims to translate from 
one language (the source language) to another (the target 
language), is one of the most challenging tasks in artificial 
intelligence. Across more than 70 years of development, MT 
has made great progress (1). With the advantages of low 
cost and high efficiency, MT systems are widely used for 
applications that require cross-language communication, 
such as traveling, e-commerce, and foreign language 
studying.
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GPT-4 and Google Translate, which are representatives 
of LLM and NMT systems, respectively (14, 15). We 
conducted the experiments on Chinese-English translation 
and German-English translation. The experimental results 
showed that GPT-4 outperforms Google Translate in terms 
of both translation quality and adaptability. Furthermore, 
GPT-4 offers a user-friendly interactive approach through 
prompts.  We obtained further improvements by polishing 
the initial translation, integrating external knowledge, and 
transferring to diverse domains via minor modification of 
the prompts. In addition, we conducted experiments on an 
open-source LLM, Llama-2, which was mainly trained with 
English corpora, to show that the translation abilities of LLMs 
can be easily improved with other language corpora (16). We 
have shown that the English-Chinese translation quality of 
Llama-2 is greatly improved with Chinese-related corpora, 
demonstrating strong adaptation. Our study confirmed the 
hypothesis that LLMs are good at performing translation and 
outperformed the traditional NMT model by using prompts or 
fine-tuning on related corpora.

RESULTS
 We tested four competencies of LLMs related to MT 
including translation quality, interactive ability, knowledge 
incorporation ability, and domain adaptation, by designing 
appropriate prompts. We used Google Translate, GPT-4, and 
Llama-2-13B-chat, which is a version of Llama-2 (17). Besides 
using prompts, we also carried out further experiments on 
Llama-2-13B-chat by fine-tuning on additional corpora. We 
evaluated the translation quality using Crosslingual Optimized 
Metric for Evaluation of Translation (COMET) scores (18).  
COMET scores are calculated with a neural framework, 
which captures the semantic similarity between source texts 
and target texts, achieving a high correlation with human 
judgments (18).  COMET scores range from 0 to 1, with higher 
scores indicating higher translation quality. The experimental 
results showed that the LLMs (GPT-4 and Llama-2-13B-chat) 
outperformed the NMT system (Google Translate) in the four 
mentioned test areas.
 We initially tested the translation quality, a crucial factor 
in evaluating the translation ability of translation systems. We 
used the WMT 2019 test sets as our test data and performed 
translations between Chinese and English in both directions  
(19). The prompts we used for GPT-4 and Llama-2-13B-
chat were “Please translate [SOURCE] into [TARGET]” and 
“[src]:<SRC>\n [tgt]:<TGT>”, respectively. The result showed 
that GPT-4 outperformed Google Translate on Chinese-

English translation, with an improvement of 1.87 percentage 
points in the COMET score, yet underperformed Google 
Translate on English-Chinese translation with a decrease 
of 3.09 percentage points (Google Translate and GPT-
4-Prompt-base, Table 1). Both the improvement and the 
decrease in the Chinese-English direction are statistically 
significant (p<0.001), using the built-in function of the COMET 
tool. 
 Although Llama-2-13B-chat has smaller parameters than 
GPT-4, it also outperformed Google Translate on Chinese-
English translation. However, because the training corpus for 
Llama-2-13B-chat contains little Chinese data, it significantly 
underperformed Google Translate in the English-Chinese 
direction: the decrease in terms of COMET score was 17.82 
percentage points (Table 1). To study the language adaptation 
ability of Llama, we fine-tuned the Llama-2-13B pre-trained 
model with English-Chinese binlingual corpus by selecting 
variable numbers (ranging from 1,000 to 400,000) of sentence 
pairs from the WMT training corpus. We observed that the 
COMET scores were steadily improved by adding more 
English-Chinese training data (Figure 1), which indicated the 
potential ability of Llama for language adaptation.
 To further improve translation quality, human translators 
usually review and polish the draft translation. Although it is 
difficult to do this in traditional MT systems, LLMs provide an 
efficient solution. To assess the ability of an LLM to improve 
a translation, we first asked GPT-4 to refine the outputs 

Table 1: COMET scores of Google Translate, GPT-4, and Llama-2-13B-chat for Chinese-English and English-Chinese translations. 
“Improvement” means the improvements of LLMs over Google Translate. The highest scores are shown in bold. When we used a prompt to 
refine the initial translation, GPT-4 outperformed Google Translate in both translation directions. Asterisks (*) and  (**) indicate results that are 
are significantly better than Google Translate with p<0.05 and p<0.001, respectively. The prompts are defined in Table 4.

Figure 1: COMET scores during the fine-tuning of Llama-2-
13B with increasing training data size for English-Chinese 
translation. The COMET scores indicate the translation quality 
with different numbers of fine-tuning sentence pairs. The translation 
quality steadily improved when more Chinese training data was used 
for fine-tuning.
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generated by GPT-4-Prompt-base using the prompt “Please 
review and polish the translation result”. We observed 
that the translation quality was further improved (GPT-4-
Prompt-refine, Table 1) with improvements in the Chinese-
English and English-Chinese translations of 4.19 and 3.82 
percentage points, respectively. With this prompt, GPT-4 
newly outperformed Google Translate in the English-Chinese 
translation direction. 
 We manually analyzed the translation results of GPT-4 
and Google Translate. Table 2 shows an example selected 
from the Chinese-English test set. The Chinese word “守
守 (shou zhe)” has two meanings, “to protect somebody/
something” or “being near somebody/something in distance”. 
In this case, Google Translate incorrectly translated it to 
“guarded”, indicating its misunderstanding of the intended 
meaning. GPT-4-Prompt-base, on the other hand, produced 
a correct translation for the word, albeit with a tense error. 
With a refinement prompt, GPT-4-Prompt-refine significantly 
improved the translation to deliver a much more accurate 
result (Table 2).
 We next tested the ability of LLMs to integrate external 
knowledge. We analyzed the translation results and the 
translation errors of named entities (NE), and then asked 
GPT-4 to retranslate the sentences by providing the correct 
translations for these entities. We used the prompt named 
Prompt-NE “Please retranslate the sentence, and note that the 
[NE in source] should be translated as [NE in target]”. Since 
there are no publicly available test sets with translation errors 
of named entities, we collected and tested 20 sentences with 
named entity (NE) translation errors. Experimental results 
showed that all these errors were correctly translated. As 
we know, incorporating external knowledge into traditional 

NMT models is a challenging task. However, we can easily 
achieve this with GPT-4 via prompts. Google Translate 
and GPT-4-Prompt-base failed to translate the company’s 
name “FangDD”. By using the prompt “Please retranslate 
the sentence, note that ‘房多多’ should be translated as 
‘FangDD’”, GPT-4-Prompt-NE successfully generated the 
correct translation (Table 3).
 Domain adaptation, which adjusts an MT model to 
perform well on a target data whose domain is different from 
that of training data, is important for a translation system to 
achieve desirable performances in real-world applications. 
We examined the ability of the LLMs to perform domain 
adaptation on the OPUS multi-domain dataset, which 
contains law and medical domain data (7). Since there is no 
domain adaptation data for Chinese-English in this domain 
adaptation test set, we chose the German-English language 
pair to conduct this experiment. To incorporate the domain 
information, we used three kinds of prompts. For GPT-4-
Prompt-domain, we used the prompt “You are an expert in 
[DOMAIN], please translate the sentence from [SOURCE] 
into [TARGET]”. For GPT-4-Prompt-src, we used the prompt 
“You will be first provided 5 source sentences in [DOMAIN], 
and then took these sentences as examples to perform 
the translation in this domain. The sample sentences are: 
[Sent 1, …, Sent 5]. Please translate the sentences from 
[SOURCE] into [TARGET]”. For GPT-4-Prompt-tgt, we used 
an analogous prompt to GPT-4-Prompt-src except that we 
used 5 target sentences instead of source sentences (Tables 
4, 5). 
 The experimental results showed that GPT-4 outperformed 
Google Translate in both law and medical domains (Table 6). 
In addition, with domain information (either domain name or 

Table 2: Chinese-English Translation results of Google Translate and GPT-4. For the Chinese words “守着”(in bold), GPT-4 produced 
the correct translation, while Google Translate used another meaning of the source word, which is not appropriate here. Furthermore, with 
a prompt asking the model to refine the translation, GPT-4-Prompt-refine delivered a better output. This indicates that LLMs have better 
language understanding and generation capabilities. The prompts are defined in Table 4.

Table 3: An example to illustrate the translation errors of a named entity. For the company name “房多多” (in bold), both Google 
Translate and GPT-4-Prompt-base produced an incorrect translation. By providing the translation of the company name in the prompt, GPT-
4-Prompt-NE generated the correct translation, which indicates LLMs can integrate specific knowledge. The prompts are defined in Table 4.
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monolingual sample sentences), GPT-4 produced further 
improvements. For the law domain, the prompt with target 
samples (GPT-4-Prompt-tgt) achieved the highest COMET 
score, with an improvement of 1.31 percentage points; and 
for the medical domain, the prompt with domain information 
(GPT-4-Prompt-domain) performed the best, with an 
improvement of 1.51 percentage points. Both improvements 
were statistically significant (p<0.05).
 As shown in Table 7, with domain information or 
sample sentences, GPT-4 accurately translated “chronic 
renal insufficiency” from the source phrase “chronischer 
Niereninsuffizienz”, which refers to the early stages of kidney 
disease. The translation “chronic kidney failure” produced 
by Google Translate implies a more advanced stage. The 
distinction between the two target phrases is critical. In 
addition, the word “renal” is more clinical or technical than 
“kidney” in the medical field (Table 7).

DISCUSSION
 In this study, we investigated the translation ability of large 
language models (LLMs), and compared the performances 
of GPT-4, LIama-2-13B-chat and Google translate. The 
translation quality was automativally evaluated with COMET 
scores. We found that LLMs are good at performing 
translation and outperformed the traditional NMT model 
by using prompts or fine-tuning on related corpora, which 
confirmed our hypothesis.
 The performance of GPT-4 was likely possible because it 
has a comprehensive capability of language understanding and 
generation, which is achieved via training on a large number 

of corpora (11-12). Furthermore, GPT-4 has a promising 
ability to refine its own output according to the refine prompt. 
In our experiments, when GPT-4 received the prompt “Please 
review and polish the translation result”, it reconsidered the 
initial translation given the source text by checking whether 
the word or phrase translations are accurate and correcting 
possible mistakes. During the process of refinement, it also 
improved the translation fluency. This process is analogous 
to that of human translators, who iteratively review and refine 
the translations. Impressively, such improvements can be 
achieved by designing appropriate prompts, with no need 
to write source codes. This kind of refinement ability was 
further verified in Table 3, where the NE translations could be 
modified by inputing the desired translations in the prompts. 
GPT-4 also demonstrated excellent potential for domain 
adaptation. While traditional NMT models required bilingual 
sentences from a specific domain for fine-tuning to enhance 
performance, GPT-4 can adapt to a particular domain by 
merely being fed with a few domain-specific monolingual 
samples, a process known as few-shot learning. Few-shot 
learning can improve the performances of LLM with a few 
samples rather than large-scale domain-specific training 
data. 
 Furthermore, the performace of LLMs can be improved 
via fine-tuning. It is worth noting that the performance of 
LLMs mainly depends on three factors: the model size, the 
data size, and the amount of compute used for training. 
According to the scaling law, the performance of LLMs has 
a power-law relationship with each of these factors (20). In 
our experiments, we also observed that the translation quality 
was steadily improved with the increased data sizes.
 Both automatic evaluation and manual review showed 
the powerful translation ability of GPT-4.  Furthermore, 
the translation results can be easily revised, pre-edited or 
post-edited by using instructions in natural language or by 
fine-tuning. However, LLMs also face challenges. Although 
LLMs take advantage of prompts for smart interaction, they 
may cause inconsistency. In our experiments, we found that 
different prompts could yield different outputs when provided 
the same initial sentence to translate. Thus, users should 
carefully design prompts to achieve optimal results (21). 
Although LLMs can generate diverse translations, in some 
real applications such as translating legal documents, users 
expect the model to have a stable output given the same 

Table 4: Prompts we used to test different abilities of GPT-4. 
SOURCE means the language being translated from, and TARGET 
means the language being translated to. NE is an abbreviation of 
Named Entity.

Table 5: An example of few-shot learning prompt for German-English medical translation. Few-shot learning allows a model to learn from 
a few samples rather than a large amount of training data. In the prompt (Prompt-tgt), only examples in the target language are used.
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source text. In the future, we will focus on prompt engineering 
and further explore the impact of different prompts on the 
outputs. 
 For automatic MT evaluation, although COMET score 
is widely used, it has some limitations. For example, since 
COMET is a neural network framework, its performance 
depends on both the size and the quality of its training data. 
Large-scale and high-quality training data can improve 
the consistency between the COMET scores and human 
evaluations. 
 The ability to communicate across languages is crucial to 
allow understanding between people globally. MT provides a 
convenient way to automate this process, increasing our ability 
to connect the world. In this study, we found that the LLMs 
excelled in delivering high-quality translations effectively 
and conveniently, which may enable LLMs to become an 
indispensable aid in cross-language communication.

MATERIALS AND METHODS
 For NMT, we chose Google Translate as it has been widely 
used and showed good performance. Google Translator 
uses the Transformer network, which is built on attention 
mechanisms (4, 6). The attention mechanism describes the 
relationship between the input and output, playing a crucial 
role in modeling neural networks. 
 For the pre-trained model, we used GPT-4. GPT-4 allows 
users to input their instructions via prompts. The prompts we 
used are summarized in Table 4. Table 5 shows a sample for 
few-shot learning in the medical domain.
 As GPT-4 is a closed model, we could not carry out fine-
tuning experiments on it. Therefore, we employed an open 
source LLM, Llama, to study the language enhancement 
ability. Llama-1 was released by Meta in February 2023; the 
name Llama is an abbreviation for “Large Language Model 
Meta AI”. Llama-2, the upgraded version, was trained on 2 
trillion tokens and has twice the context length (4096 tokens) 
compared to Llama-1 (17). The Llama-2 family contains 
3 distinct model size: 7B, 13B, and 70B (B denotes one 
billion tokens). In this study, we carried out experiments on 
the medium size model Llama-2-13B-chat (“chat” means it 
is a fine-tuned model rather than a pre-trained model). We 
downloaded the model and further fine-tuned it on an NVIDIA 
A100 under default settings with randomly selected English-
Chinese parallel sentences from WMT training corpus. We 
used greedy search for decoding (22-23).
 The test data we used were subsets of WMT, which are 

collections of Chinese and English news of 500 sentences, as 
well as the subsets of the OPUS multi-domain test sets, which 
include the law and medical domains of German to English 
translation, consisting of 462 and 403 sentences, respectively 
(7, 19). To test the few-shot learning ability for domain 
adaptation, we randomly selected 5 monolingual sentences 
from the training corpus in the domain and provided these 
sentences to GPT-4 as examples.
 To evaluate the translation quality, we used the COMET 
score. Traditionally, translation quality has been evaluated 
using BLEU, which relies on string matching and is somewhat 
inflexible in assessing semantic nuances (24). In contrast, 
COMET is a neural-based method that leverages pre-trained 
models and evaluates translations at the semantic level, 
displaying a strong correlation with human judgment. In recent 
years, during WMT evaluations, COMET has been officially 
adopted as a key metric for translation quality assessment. In 
our experiments, we used the wmt20-comet-qe-da model to 
calculate the COMET scores (25).
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