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networks to detect patterns. There is not a set number of 
samples used, however, more samples tend to produce better 
results (4).
	 An artificial neural network is made of layers of nodes 
(5). The input is the first layer and is the data provided to 
the neural network (5). The output is the last layer and is the 
data that is produced by the neural network (5). In between 
these two layers are hidden layers, where the computations 
are done to the input data to produce the output (5). These 
nodes are connected by weights, which is the importance of 
the node (5).
	 FFNNs are a simple neural network compared to RNNs 
and CNNs because the connections in the network do not form 
a cycle, and information only gets processed in one direction. 
In an FFNN, the inputs are multiplied by weights in the hidden 
layer and the sum of those values is the output. The output 
is compared to intended values to classify the input and train 
the neural network, and then the weights are adjusted during 
each iteration, which is called an epoch (6). RNNs are similar 
to FFNNs, but instead of only going through the hidden layer 
once, the values from the hidden layer go back into the same 
or previous layers (7). CNNs specialize in data with grid-like 
topologies, such as images, and can be applied to audio when 
the audio analysis graphs are converted into images. CNNs 
typically have convolutional layers and pooling layers. The 
convolutional layer detects patterns in different subregions 
of the input. The pooling layer reduces the size of the input 
while keeping important structural data to reduce the required 
computing power (8).
	 Other studies have compared the accuracy of different 
neural networks, such as CNNs and FFNNs (9,10). In 
particular, work to detect properties in images of leaves or 
of X-rays found that CNNs were significantly more accurate 
than FFNNs. These studies demonstrate the potential uses of 
neural networks for categorization.
	 In this study, a FFNN, RNN, and CNN were trained to 
categorize sounds, specifically a bell, a guitar, talking, and 
knocking, in different types of audio backgrounds. Since neural 
networks require numerical data, the audio was converted 
into mel spectrograms. The four different background types 
used were no background noise, white noise, environment 
noise, and busy noise (11-13). The environment noise 
featured sounds that could be heard outdoors, like wind 
blowing and birds chirping. The busy noise featured sounds 
that could be heard in a busy store, like objects being moved, 
people moving, and people talking. Mel spectrograms are 
graphical representations of audio frequencies over time (14). 
The images of the mel spectrograms were then converted 
into two-dimensional arrays of the RGB values of the pixels. 
Additionally, the training sample sizes of the neural networks 
were decreased to examine the potential effect of sample size 

Using neural networks to detect and categorize sounds

SUMMARY
Artificial neural networks with accurate noise 
detection can help people with hearing loss be aware 
of important sounds. Neural networks have already 
been used for medical purposes and noise detection. 
However, they typically require large amounts of 
training data, and background noise can severely 
decrease the accuracy of the audio detection. The 
purpose of this project was to examine whether a 
feed forward neural network (FFNN), recurrent neural 
network, or convolutional neural network is most 
effective at audio classification. All three neural 
networks were trained using the same data of bell 
sounds, knocking sounds, guitar sounds, and talking. 
We hypothesized that the convolutional neural network 
would be the most accurate because it is structured 
to use more data when it makes predictions and that 
the FFNN would be the quickest because it requires 
the least amount of calculations to make predictions. 
The accuracy of the neural networks was tested with 
new randomly selected audio of the four categories 
with no background noise, white noise, environment 
noise, and busy background noise. Results were 
compared with the accuracy and times of human 
participants listening to and categorizing the same 
sounds. The convolutional neural network was the 
overall most accurate of the three neural networks, 
but the feed forward neural network was more 
accurate when there was little background noise. The 
recurrent neural network was the least accurate. The 
feed forward neural network was the fastest among 
the neural networks and the participants.

INTRODUCTION
	 Audio detection with machine learning has several uses 
for assisting people, such as alerting people with hearing loss 
to sounds that are considered important, like fire alarms (1). 
This technology is also used to monitor and detect medical 
issues in people using heartbeat and breathing patterns (2).
	 Artificial neural networks are used in machine learning to 
detect patterns by taking inputs and performing computations 
to produce an output (3). Neural networks, particularly 
feed forward (FFNN), recurrent (RNN), and convolutional 
(CNN) neural networks, are common methods of audio 
categorization. Neural networks use training data to learn 
patterns and improve the accuracy of categorizing information 
(3). The number of samples used for training can be increased 
or decreased to adjust the amount of data used for the neural 
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on accuracy. 
	 As a control, we tested the ability of human participants 
to categorize the same sounds in the same types of audio 
backgrounds. We hypothesized that the CNN would be the 
most accurate at categorizing the sounds because of the use 
of subregions in the convolution layers to make predictions, 
and the FFNN would be the quickest because it requires the 
fewest calculations, making it less resource-demanding. 
While the CNN was the overall most accurate out of the neural 
networks, it was less accurate than the human participants. 
It was also less accurate than FFNN when there was no 
background noise. The FFNN was the fastest, but there was 
very little difference between the speed of the FFNN, the 
RNN, and the CNN.

RESULTS
	 The neural networks were tested by using each of them 
to predict the category of a total of 100 randomly selected 
audio files of knocking, talking, guitar, or bell sounds for each 
background type. The time it took for the neural networks 
to make the predictions, the prediction they made, and the 
correct category were recorded. This data was used to 
calculate the average time, the overall accuracy of the neural 
networks, and the accuracy of each neural network for each 
background type. We generated mel spectrograms of each 
recording, which varied by background types (Figure 1).
	 The human participants were tested by having them take 
a reaction time test and then having them categorize five 
random sounds for each background type. Reaction time, 
time to categorize, chosen category, and correct category 
were all recorded. We used the defined categories to calculate 
the average time it took for the participants to categorize 
the sounds, the overall accuracy, and the accuracy in each 
category.
	 We found that the human participants were more 
accurate than all the neural networks with every background 
type, except when there was no background noise (Figure 
2). Overall, the CNN was the most accurate of the neural 
networks; however, with quieter backgrounds, like no 
background noise or environment noise, the FFNN was the 
most accurate. The white noise background had the greatest 
difference in accuracy between neural networks and human 
participants, a 60% difference. The neural networks had 

the greatest difference in accuracy compared to the human 
participants in the white noise background (24% accuracy 
for the neural networks compared to an accuracy of 84% 
for the human participants). The human participants had the 
lowest accuracy in the busy background (72% compared to 
an overall accuracy of 87%) (Figure 2). 
	 We observed that background noise had a significant 
effect on the accuracy of a neural network (two-way ANOVA, 
p < 0.001, Figure 2). We used the Tukey method to compare 
each pair of background types (Table 1).
	 The neural networks each identified the sounds in less 
than 0.065 seconds, while the human participants all required 
more than 1.5 seconds to identify the sounds (Figure 3). We 
observed that the type of neural network had a significant 
effect on the speed of the neural networks (two-way ANOVA, 
p < 0.05, Figure 3A). The Tukey method did not identify any 
statistically different pairs of background types (Table 2).
	 The human participants all had times greater than 1.5 
seconds, with a maximum of 3.4 seconds. We observed that 
the background type did not affect the time for the human 
participants to categorize each sound (one-way ANOVA, p = 
0.142, Figure 3B).
	 To optimize the neural networks for future usage, the 
FFNN and CNN were tested with different training sample 
sizes. However, the RNN was not tested with different sample 
sizes because the accuracy was much lower than the other 
neural networks in all categories (Figure 2). 
	 The accuracy of the FFNN increased with sample size 
and peaked at 75 samples (Figure 4A). We observed that 
the sample size had a significant effect on the accuracy of 
the FFNN (two-way ANOVA, p < 0.001, Figure 4A). The CNN 
also had an increased accuracy with increased sample size; 
however, it had a maximum accuracy at 100 samples, and 
the range of the overall accuracy is greater than the FFNN 
(22% range of accuracy for the FFNN compared to 27% for 
the CNN) (Figure 4). We observed that the sample size had 

Figure 1: Mel spectrogram of a bell sound in the different 
backgrounds. Mel spectrogram of a bell sound over one second 
with (a) no background noise, (b) white noise, (c) environment noise, 
and (d)   busy background noise. A lighter color means a higher 
volume in decibels. 

Figure 2: Accuracy of the neural networks and participants 
for the different backgrounds. Percent accuracy of FFNN (n=5), 
RNN (n=5), CNN (n=5), and Human Subjects (n=5) categorizing bell 
sounds, knocking sounds, talking, and guitar with no background 
noise, white noise, environment background noise, and busy 
background noise. The data for the neural networks were gathered 
by repeatedly testing the models with 100 mixed sounds for each of 
the different background types, and the data from the human subjects 
was gathered from testing them with a total of 5 mixed sounds per 
participant for each of the 4 backgrounds. Error bars represent 
standard deviation. Analysis with two-way ANOVA of neural network 
type, background noise and accuracy revealed statistical significance 
with p < 0.001. Results of Tukey test comparisons shown in Table 1.
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a significant effect on the accuracy of the CNN (two-way 
ANOVA, p < 0.001, Figure 4B). We used the Tukey method to 
compare each amount of training samples used for the FFNN 
and CNN (Table 3, 4). 

DISCUSSION
	 The CNN was the most accurate overall of the three 
neural networks. However, the FFNN was more accurate 
with no background noise and with the environment noise, 
which were the two quietest backgrounds. Due to the lower 
interference from the backgrounds, the mel spectrograms 
for those two backgrounds were most similar to the ones 
used to train the neural networks, so the FFNN was able to 
categorize them very accurately. For those two background 
types, the FFNN and CNN performed similarly, so with a 
larger training sample size, there would be more data for 
the neural networks to find patterns. So, the differences in 
the accuracy could change, and one neural network may be 
better than the other, supporting future research. The CNN 
outperformed the other two neural networks in the white 
noise and busy background types, which had background 
audio at a similar volume to the primary sounds. The CNN 
was likely most accurate with these because it is designed to 
filter out unimportant data and consider the surrounding data 
during each calculation, making it better prepared to deal with 
the stronger background noise. This finding also supports the 

idea that the CNN would be the best type of neural network 
to use for real-world noise detection because it can better 
handle background noise.
	 The accuracy of both the participants and neural networks 
decreased when there was stronger background noise. As 
previously mentioned, the accuracy of the neural networks 
likely decreased because the additional noise made it more 
difficult to detect the patterns on which they were trained. 
However, the accuracy of the participants dropped to 72% 
when using the busy background, which could be due to two 
different reasons. First, the busy background was similar to 
the sounds of a busy shop, including people talking in the 
background and making noises while moving around. These 
could have easily been mistaken by both neural networks 
and participants as the talking and knocking sounds that they 
were trying to categorize. Second, the additional auditory 
information could have distracted the participants, making 
it more difficult for them to notice the primary sounds they 
were trained to hear. Since these neural networks are meant 
to perform similarly to a human, the human participants’ 
accuracy dropping when there is more background noise 
provides a benchmark for how well a neural network should 
perform.
	 The FFNN was the fastest out of the neural networks 
and participants by a small amount and was statistically 
significant. The neural networks, in general, were much 
faster than the participants because computers can process 
information much faster than humans can. The FFNN was 
likely the fastest because it is the most computationally simple 
type of neural network, so fewer calculations are required. 
All neural networks had a simple structure with no drop-
out layers, which prevent the neural network from detecting 
false patterns by dropping nodes, and they all used the same 
compiler settings (15).
	 Both the FFNN and CNN increased in accuracy with 
increasing sample size. Although they were in a similar range 
of accuracy for 5 and 100 samples for all the background 

Figure 3: Average neural network times for the different sound backgrounds. A) Average time in seconds of FFNN (n=5), RNN (n=5), 
and CNN (n=5) at categorizing bell sounds, knocking sounds, talking, and guitar with no background noise, white noise, environment 
background noise, and busy background noise. The data for the neural networks was gathered by repeatedly testing the models for the 
different background types and finding the change in time from before and predicting each sound category. Average time in seconds of 
human participants at categorizing bell sounds, knocking sounds, talking, and guitar with no background noise, white noise, environment 
background noise, and busy background noise. Data shown as mean ± SD (n=5). Error bars represent standard deviation. Analysis with 
two-way ANOVA of neural network type, background noise and time revealed statistical significance with p < 0.05. Results of Tukey test 
comparisons shown in Table A2. B) Average time in seconds of human participants at categorizing bell sounds, knocking sounds, talking, 
and guitar with no background noise, white noise, environment background noise, and busy background noise. Data shown as mean ± SD 
(n=5). Error bars represent standard deviation. Analysis with two-way ANOVA of background noise and human participant time revealed not 
statistically significant, with p = 0.143.

Table 1: Statistically significant pairs of background types 
for accuracy. Table with the pairs of background noise types and 
whether the difference in their categorization accuracy is statistically 
significant. 
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types, the FFNN had a smaller accuracy range over the 
different sample sizes compared to the CNN, making it more 
consistent, so more training samples are not necessary. The 
accuracy range is important because it would mean a user 
would not need to record many samples. Since both the 
CNN and the FFNN had statistically significant differences 
between the accuracy of five samples and almost every other 
sample size, five samples are not enough data to reliably 
detect accurate patterns in data. The lack of a significant 
difference between 50 and 100 training samples may suggest 
that increasing the amount of training data beyond this point 
would have diminishing returns. Potentially, with further 
modification and optimization of the neural networks, the 
amount of training data could be further reduced.
	 Due to the large number of sounds (400 sounds) that 
were needed to train the neural network, they were all either 
recorded by the researchers or found online. Although this 
made it easy to access many types of sound, there was 
not a consistent quality or volume, which could have had a 
negative impact on the training process due to the variation. 
Also, since the neural networks were only trained on sounds 
without background noise, the neural networks were more 
accurate at predicting sounds without background noise. 
Further testing using more background noise and using it 
for training would be beneficial since the goal is an app that 
functions in daily life that has background noise.
	 The future step for the project is to optimize the FFNN and 
CNN further for higher accuracy and test the minimum amount 
of training samples that can be used without a significant 

decrease in accuracy. The FFNN and CNN are the neural 
networks that will be optimized in the future because the RNN 
was less accurate for all noise backgrounds. To optimize the 
networks, dropout layers will be added, and different compilers 
and loss functions will be tested to see what works best for 
each of the two neural networks. Ultimately, our goal is to 
develop an application for either a smartphone or smartwatch 
that will alert the user of different common sounds and allow 
them to upload their own custom sounds and share them with 
other users.

MATERIALS AND METHODS
	 The audio backgrounds and bell sounds were all taken 
from online datasets, and the guitar sounds and knocking 
sounds were recorded using a Blue Snowball microphone 
(16). The talking sounds were from the Mozilla Common 
Voice dataset (17).
	 To test the five human participants, a Python program 
was developed using the playsound library and Tkinter 
Python interface (18,19). For the first part of the program, 
each participant took an audio reaction time test five times, 
and the average reaction time for each participant was 
determined. The participant next listened to examples of 
each of the different sound categories. Then, the participants 
were asked to categorize five mixed sounds for each of the 
four background types. The sounds and the background 
audio were both played at the same time to combine them. 
The average reaction time of the participant was subtracted 
from each time to categorize the sound. The accuracy of the 
participant was the percentage of the chosen category that 
was the same as the correct category. To find the accuracy 
for each noise background, the same process was repeated 
with the subset of sounds for that respective background.
	 Three types of neural networks were created using the 
Keras library: FFNN, RNN, and CNN (20). Since the neural 
networks use numerical data as inputs, the audio of the 
sounds with the different background types was converted to 
mel spectrograms using librosa and Matplotlib (21,22). Each 
of the images of the mel spectrograms was then converted 
into two-dimensional arrays of the RGB values of the pixels. 

Figure 4: Accuracy of FFNN and CNN with different training sample sizes for each background type. A) Average percent accuracy of 
FFNN (n=5) with training sample sizes of 5, 25, 50, 75, and 100 for overall performance and for each background type. Error bars represent 
standard deviation. Analysis with two-way ANOVA of training sample size, background noise and accuracy revealed statistical significance 
with p < 0.001. Results of Tukey test comparisons shown in Table 3. B) Accuracy of CNN with different training sample sizes for each 
background type. Average percent accuracy of CNN (n=5) with training sample sizes of 5, 25, 50, 75, and 100 for overall performance and 
each background type. Error bars represent standard deviation. Analysis with two-way ANOVA of training sample size, background noise and 
accuracy revealed statistical significance with p < 0.001. Results of Tukey test comparisons shown in Table 4.

Table 2: Statistically significant pairs of background types for 
categorization speed. Table with the pairs of background noise 
types and whether the difference in their categorization speed is 
statistically significant. 
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Each neural network was trained on 100 sounds from each 
of the four noise categories with no background noise across 
five epochs, and compiled using the TensorFlow Adam 
compiler (20). The FFNN used two reLU activation layers 
and one softmax activation layer. The RNN had two LSTM 
recurrent layers that used the reLU activation function, one 
dense layer that used the reLU activation layer, and one 
dense layer that used the softmax function. The CNN had 
a convolution layer, a max pooling layer, a flatten layer, and 
a softmax function. The model of each neural network was 
exported after compiling.
	 To test each neural network, each model predicted the 
category of 100 sounds for each of the four background types, 
performing 400 predictions. Similarly to the participants, the 
time, correct category, and predicted category from each 
neural network were recorded. The average accuracy of 
the neural networks was found by comparing the predicted 
category and the correct category. The times and accuracy 
of the neural networks and participants were then compared 
to find which one was the fastest and most accurate. To test 
the statistical significance of the effect of background noise 
and neural network type on accuracy and speed, a two-way 
ANOVA test was used. To test the significance of the effect of 
background noise on the speed of the human participants, a 
one-way ANOVA followed by the Tukey method was used to 
find significant differences between pairs.
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