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company’s financial statements, while sentiment analysis 
involves incorporating news and social media information into 
the model (1). Technical analysis is a strategy that is useful 
for predicting stock prices for short-term investments. When 
using technical analysis, the model predicts a company’s 
stock by examining data from the market, including historical 
returns, stock prices and the volume of historical trades 
(1). Typically, stock price prediction models utilize technical 
analysis as a foundation and supplement it with fundamental 
or sentiment analysis. This is because technical analysis 
provides a basic understanding for the model (3). 
 In our research project, we aimed to create three models 
that used technical analysis because we wanted to make 
short-term predictions using historical stock prices. To make 
these predictions, we made three models: linear regression, 
neural network and the multiplicative weight update (MWU). 
The linear regression model is a baseline model that takes 
the independent variables as input and uses weights to 
calculate the dependent variable (4). We used a linear 
regression model because we wanted to have a simple 
baseline model that would establish a standard level of 
performance for evaluating the other models and techniques. 
The neural network and MWU models are more complex. A 
neural network is a type of machine learning algorithm that 
mimics the neurons in the human brain as it has multiple 
connected nodes that work together to process and analyze 
data and help make predictions (4). We created this model 
because it can learn complex patterns and relationships in 
data. In addition, we used the MWU model which is a type 
of model that assigns weights to different inputs to help with 
its predictions. This MWU model was developed to serve as 
a combination model which consisted of the neural network 
and linear regression models as inputs. We developed this 
combination model because it is known to enhance the 
accuracy of predictions due to its ability to combine and 
assign weights to the predictions of multiple models. This 
means that it can give more importance to more relevant data 
which helps with its prediction accuracy. 
 When making our stock price predictions for Microsoft, 
Amazon, Google, Tesla, and Apple, we conducted three 
experiments to see whether inputting more information, such 
as the closing price and the highest price, in addition to the 
opening price, would improve our models’ performances. 
The opening price is the price of the first stock that is traded 
when the market opens (5). Using the opening price for the 
three days is crucial as we predicted the opening price for the 
fourth day. The closing price is the price of the last stock that 
is traded when the market closes (5). The high price refers to 
the highest value that the stock reaches within that day (6). 
We hypothesized that incorporating the closing and highest 
prices, in addition to the opening price, would result in the 

Exploring the effects of diverse historical stock price 
data on the accuracy of stock price prediction models

SUMMARY
In the recent years, a majority of Americans have 
moved to investing in stocks through algorithmic 
trading. Not only does this underline the public’s 
interest in the stock market, but it also shows the 
important role that artificial intelligence plays when 
it comes to predicting and trading stocks. These 
prediction models can benefit investors by improving 
their investment decisions and potentially increasing 
financial gains. In this research, we aimed to explore 
the impact of incorporating historical stock price 
data types, such as the opening prices, closing 
prices and highest prices, on the accuracy of stock 
price prediction models. The primary objective was 
to optimize the performance of our models. To carry 
out this research, we developed three supervised 
learning artificial intelligence models using Python: 
linear regression, neural network, and multiplicative 
weight update. Our models predicted the stock prices 
for Microsoft, Amazon, Google, Tesla, and Apple. 
First, the models used the opening prices for the past 
three days to predict the opening price on the fourth 
day. However, to enhance each model’s performance, 
we evaluated whether adding extra information, such 
as closing and highest prices, would be beneficial. 
We hypothesized that incorporating the opening, 
closing, and highest prices would yield the highest 
accuracy as it would provide the models with the 
most information and help them better predict 
patterns in the stock market. The results supported 
our hypothesis as the models’ average percent errors 
significantly decreased when they were given all three 
of these data types. 

INTRODUCTION 
 The stock market is unpredictable and ever-changing 
due to various factors: unexpected events, global economic 
conditions, political events, and so forth. However, all these 
factors also present an opportunity to identify patterns in the 
stock market (1). As a result, the role of artificial intelligence 
(AI) in stock price predictions is rapidly increasing. AI is 
expected to significantly contribute to the projected market 
value of online trading, which is estimated to grow from $8.59 
billion in 2021, to $12 billion by 2028 (2). There are many 
different strategies that a model can use to predict stock 
prices, including fundamental analysis, sentiment analysis and 
technical analysis. Fundamental analysis involves predicting 
a company’s stock performance by analyzing data from the 
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best predictions. We came to this hypothesis because we 
believed that the more information the models had, the more 
understanding they would have on the stock market, therefore 
allowing them to make better predictions. The results of our 
research supported our hypothesis as the models with all 
three data sets yielded the best results 80% of the time.  

RESULTS
 We performed three experiments to examine our hypoth-
esis and determine if incorporating additional information 
would enhance each model’s performance (neural network, 
linear regression, MWU) when predicting the opening stock 
price for five companies (Microsoft, Amazon, Google, Tesla, 
and Apple). The data consisted of the historical stock prices 
of each company within five years (2018-2022). In the first ex-
periment, the models used opening prices from three consec-
utive days to predict the opening price on the fourth day. In 
the second experiment, the models used the opening prices 
and the closing prices from three consecutive days to predict 
the opening price of the fourth day. In the third experiment, 
the models used the opening prices, closing prices and high-
est prices from the last three days to predict the opening price 
on the fourth day.
 Our hypothesis was that Experiment #3 would yield the 
best results because it would provide the models with the 
most information and improve their ability to predict patterns 
in the stock market. The accuracy of each of the three mod-
els was calculated separately for every company and experi-
ment using the Average Percent Error (APE), where a lower 
APE indicates better model performance. To further evaluate 
the hypothesis, the combined APE was calculated for each 
company’s predictions using the results from all three of the 
models (Table 1). This evaluated the overall performance of 
all three of the models for each company’s stock prices. 
 Four out of the five companies (Microsoft, Google, Ama-
zon and Tesla) showed the lowest combined APE in Experi-
ment #3, compared to Experiment #1 and Experiment #2. 
This shows that the three models had the best combined per-
formance during Experiment #3 (Table 1). However, Apple 
had a better combined APE during the second experiment 
(Table 1). Although Apple’s linear regression and MWU mod-
el had the best APE in Experiment #3, the APE for the neural 
network model worsened by 1.8% between Experiment #2 
and Experiment #3 (Figure 1). This caused Apple’s combined 

APE for Experiment #3 to be worse than the combined APE 
for Experiment #2 (Table 1).
 In addition to calculating the combined APE, we consid-
ered other variables as well. We noticed that 14/15 or 93.33% 
of the models improved between Experiment #1 and Experi-
ment #2 (Figures 1-5). All the models for Tesla, Microsoft, 
and Google (9 models total), improved between Experiment 
#2 and Experiment #3 (Figures 2-5).  However, Experiment 
#3‘s outcome for Apple and Amazon were not as good. For 
Apple, two out of the three models improved between Experi-
ment #2 and Experiment #3 (Figure 1). For Amazon, one 
out of the three models improved between Experiment #2 
and Experiment #3. (Figure 2). This means that out of the 
six models for Amazon and Apple, three models improved 
while three models worsened. Therefore, in total, 12/15 of the 
models improved in their performance between Experiment 
#2 and Experiment #3. 
 Our hypothesis stated that the models would perform the 
best in Experiment #3 because they were fed the most infor-
mation. Our experiments supported our hypothesis because 
Experiment #3 yielded the best results 12 out of the 15 times 
(Figures 1-5). In addition, 4 out of the 5 companies reached 
the lowest combined APE in Experiment #3 (Table 1).  

Neural Network Results 
 When it comes to the neural network design, the model 
was trained for 15 epochs, but due to the limited dataset, the 
model began to overfit, and this caused the models’ APEs to 
reach about 70-90% on the testing set. To prevent overfitting, 
the epoch was reduced to 5 and this drastically improved the 
model’s predictions, moving the APE to around 0.4%-8.487% 
on the testing set. It is important that even after this change, 
the neural network was often the worst performing model 
for all the companies and experiments which may suggest a 
need for more changes to the epochs. 

DISCUSSION
 Experiment #3 yielded the best results 80% of the time, 
which supports our hypothesis and shows that adding addi-
tional information usually improves the models’ results. This 
could be because the additional information provides the 
models with a deeper understanding of the trends in the stock 
market. However, we noticed that the models improved more 

Table 1. The combined Average Percent Error for all three 
models in each experiment. The green columns represent the 
experiment that performed the best for each company. 

Figure 1: The Average Percent Error for all three models in 
all three experiments for Apple. Experiment #3 yielded the best 
results for two out of the three models.
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between Experiments #1 and #2 (when we added the clos-
ing price) than between Experiments #2 and #3 (when we 
added the highest price) (Figure 1-5). This may suggest that 
the closing prices provide the models with a greater compre-
hension of the stock market trends compared to the highest 
prices. This could be because closing prices represent the 
final traded price for a given trading day, indicating the mar-
ket’s value for that stock at the end of the session. In contrast, 
highest prices, while informative, solely reflect the peak val-
ues reached during the trading day and therefore may not 
capture the broader market trends. 
 One surprise was that the linear regression model often 
outperformed the neural network and MWU model. We 
weren’t expecting this because the linear regression is a 
baseline model, whereas the neural network and MWU 
models are more advanced. However, it is possible that their 
poorer performance is due to overfitting. Overfitting occurs 
when the models become too specialized and start to retain 
excessively complex and intricate patterns that are specific to 
the training data but do not extend well to unseen data. This 
means that the models begin to memorize the data rather 
than learning the underlying concepts or relationships. 
 Unlike the linear regression and the MWU model, humans 
play a big role in the neural network’s design meaning that 
we decided the size of the input layer and hidden layers for 
the neural network rather than the algorithm itself. The neu-
ral network’s worse performance may be attributed to the 
chosen size of the layers. Modifying these parameters may 
potentially enhance the model’s performance. This is a limita-
tion because it doesn’t show us the full extent of the model’s 
prediction power. Another limitation could be that the com-
bined APE may not be the best way to interpret the combined 
performance of the models. This is because one model’s 
performance can affect the entire score for the combined 
APE. For example, when predicting the opening stock price 
for Amazon, the performance of the MWU model and the lin-
ear regression model worsened between Experiment #2 and 
Experiment #3. However, the neural network improved by a 
greater amount, causing the combined APE in Experiment #3 
to be better than in Experiment #2 (Figure 2).
 One example of a better metric to use (rather than the 
combined APE) is the Mean Bias Error (MBE) which mea-
sures the average difference between predicted and actual 

values, indicating whether the model tends to over-predict or 
under-predict. Knowing if a model over predicts or under pre-
dicts is beneficial as it can allow us to make changes to the 
models accordingly (7).
 Our future plan is to enhance our models by integrating 
sentiment analysis through the inclusion of news articles and 
social media sentiment as input. Incorporating these diverse 
data types will enable the models to access a broader range 
of information, thus enhancing the potential for improved ac-
curacy in predictions (8). We had intended to incorporate 
sentiment analysis in this research project; however, we were 
unable to find a suitable dataset containing news articles and 
social media comments. So far, we have a sentiment-analysis 
model that determines whether a piece of text has a positive 
or negative sentiment. It is important to note that the integra-
tion of news articles and social media data into the model 
may encounter challenges, such as the presence of unclean 
data and unrecognized characters, potentially impacting the 
performance of the sentiment analysis model. Therefore, we 
will instruct the model on how to handle these characters 
when it encounters them in the data. 
 Overall, this project supported our hypothesis because 
Experiment #3 yielded the highest prediction accuracy 80% 
of the time. This showed that giving a model more informa-
tion can help improve its predictions because it will have a 
better understanding of the patterns within the stock market. 
This might be because using the closing prices provided in-
sight into the daily price trend of the company. In addition, 
incorporating the highest price may have indicated the upper 
boundaries of the trend which gave our models a more pre-
cise representation of the stock trends.  However, the results 
also indicated that some information may have greater pre-
dictive value than other information. We observed this when 
the models exhibited the most improvement with the inclusion 
of the closing price compared to the inclusion of the highest 
price.

MATERIALS AND METHODS
Data set / features
 The data set was imported from Yahoo Finance and had 
five years of historical stock prices (year 2018-2022) for each 
of the five companies. The data was stored in a table where 
the X matrices held the inputs that were used to make the 

Figure 2: The Average Percent Error for all three models in all 
three experiments for Amazon. Experiment #3 yielded the best 
results for one out of the three models.

Figure 3: The Average Percent Error for all three models in 
all three experiments for Tesla. Experiment #3 yielded the best 
results for all three models.
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prediction for the fourth day, which was then held in the Y ma-
trices.  All our three experiments required different amounts 
of data. Therefore, the size of the two-dimensional NumPy 
array was different in all three experiments. For the first ex-
periment, the X matrices were two-dimensional NumPy Ar-
rays with 1259 rows and 3 columns. The three columns of the 
X matrices held the three opening prices that were used to 
make the prediction for the fourth day. For the second experi-
ment, the NumPy Array had 6 columns which held the three 
opening prices and the three closing prices. For the third ex-
periment, the NumPy Array had 9 columns (1259 x 9) which 
held the three opening prices, the three closing prices and 
the three highest prices. The X matrices had 1259 rows due 
to their being 1259 available data points. All the elements of 
X were initialized to 0 using the np.zeros function. The Y ma-
trices were 1-dimensional Python lists of length 1259. All the 
elements of Y were initialized to 0. 

Splitting the Data
 There was no need to process the data set or extract any 
features from it before splitting it. When we split the data, we 
used the train_test_split function from sklearn, which  ran-
domly put 67% of the data towards the training set and 33% 
of the data towards the testing set. 

Building the linear regression model
 Linear regression is a baseline model that takes the inde-
pendent (x) variables as input and uses weights to calculate 
the dependent variable (y). During its training, our algorithm 
assigned a weight to each parameter in the dataset that re-
flected the importance of the parameter. In our case, the pa-
rameters were the prices from the three days used to make 
the prediction on the fourth day. Days with higher weights are 
given more importance during predictions, while days with 
lower weights are given less importance. The linear regres-
sion model followed the following equations for each experi-
ment: 

Experiment 1: 
 w1o1 + w2o2 + w3o3 = prediction 
Experiment 2: 
 w1o1 + w2o2 + w3o3 + w4c1 + w5c2 + w6c3 = prediction 

Experiment 3:
 w1o1 + w2o2 + w3o3 + w4c1 + w5c2 + w6c3 + w7h1 + w8h2 + w9h3 
 = prediction 
 
In this case, ‘o’ represents the opening price, ‘c’ represents 
the closing price, ‘h’ represents the highest price, ‘w’ repre-
sents the weight (which is different for each data point), 1 rep-
resents day 1, 2 represents day 2, and 3 represents day 3. 
The weights were learned using an optimization algorithm 
(which is a part of the linear regression model) and adjusted 
to minimize the difference between the predicted values and 
the actual values in the training set. 

Building the neural network model
 A neural network has three major sections: input layer, 
hidden layers and output layer (3). During our first experiment, 
our input was the three opening prices, so the input layer con-
sisted of three nodes. During our second experiment, our in-
put was the three opening prices and the three closing prices, 
so the input layer consisted of six nodes. During our third ex-
periment, our input was the three opening prices, the three 
closing prices, and the three highest prices, so the input layer 
consisted of nine nodes. There were five hidden layers which 
had the following numbers of nodes for all three experiments: 
20, 15, 10, 8, and 5. The output layer always had one node. 
The process of training a neural network involves adjusting 
the weights of the nodes in the hidden layers so that the net-
work can accurately predict the output for a given input. This 
was done by using an optimization algorithm that adjusts the 
weights of the nodes to minimize the difference between the 
predicted and actual output in the training set. In a single 
epoch, the neural network examined every example in the 
dataset once and modified its weights to enhance its perfor-
mance (3). Initially, we used 15 epochs, but then switched to 
5 epochs due to overfitting. 

Building the multiplicative weight update (MWU) model
 The multiplicative weight update (MWU) model made pre-
dictions by using the linear regression and neural network 
model. The model’s input consisted of both the test set and 
the predictions made by the two models on the test set. The 
model made its own predictions by assigning a weight to each 

Figure 4: The Average Percent Error for all three models in all 
three experiments for Microsoft. Experiment #3 yielded the best 
results for all three. 

Figure 5: The Average Percent Error for all three models in all 
three experiments for Google. Experiment #3 yielded the best 
results for all three models. 
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model based on the difference between their predictions and 
the actual value of the stock. The weights were then normal-
ized to sum up to one and used to calculate a weighted aver-
age prediction for each example in the test set.  This model 
did not train on any specific input data; instead, it provided a 
mechanism for updating weights based on the observed data.

Average Percent Error (APE) Calculation
 When measuring the accuracy of the models, we used a 
statistical metric called the Average Percent Error (APE). This 
metric calculates the average percentage difference between 
our models’ predicted stock values and the actual values in 
the market. A lower APE indicates a higher level of accuracy 
while a higher APE suggests greater deviations between 
the predicted and actual values. The combined APE was 
calculated using the following equation for each experiment: 
(linear regression APE + neural network APE + MWU APE)/3.
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