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regions in neurons that are associated with AD (7). DNAm is 
an epigenetic mechanism that controls whether a gene will 
be expressed or not (8). Since gene expression patterns in 
cognitively normal (CN) brains are different from patterns in 
AD brains, gene expression is an important area of study for 
AD diagnosis (9). Machine learning (ML) is a tool that uses 
large datasets in order to learn and predict outcomes and 
can have powerful applications in healthcare and disease 
diagnosis (10). These applications extend to the diagnosis of 
AD. Using ML, one study was able to achieve up to a 92% 
successful classification rate when predicting if a person 
would have Alzheimer’s based on the CpG DNAm data from 
their brain (11). This study highlights the diagnostic potential 
of epigenetic biomarkers in the brain; however, its practical 
implications are limited because brain tissue is difficult to 
collect and analyze, as mentioned previously.

Alternatively, epigenome-wide association studies 
of peripheral blood have identified several differentially 
methylated CpG sites that are correlated with AD progression 
and cognitive decline, especially in the HOXB6 gene (12–14). 
These studies demonstrate that alternative to brain tissue, 
blood tissue contains promising and accessible biomarkers 
for AD. Our research aims to expand upon these findings 
by utilizing ML. An epigenetic change in blood DNAm levels 
might be the key for an early AD diagnosis as both the disease 
and DNAm levels are heritable and linked to environmental 
factors (15). Furthermore, data on blood DNAm is becoming 
increasingly accessible (16). We hypothesized that ML models 
could predict CN, mild cognitive impairment (MCI), or AD with 
at least 50% accuracy using DNAm data from blood. Given 
the limited amount of current data, a 50% prediction accuracy 
represents a substantial improvement over guessing between 
three classes.

In this work, we constructed four ML models to classify 
patients as either CN, MCI, or AD. While MCI can be an 
indicator of other late-onset disorders besides AD, this study 
focuses only on its connection to the progression of AD. We 
trained the ML models on a large set of data that includes 
the DNAm levels at 410,942 unique CpG sites in whole blood 
from each patient in a study. CpG sites are methylated on 
a scale from 0 to 100 percent. When abnormal levels of 
methylation are present at certain CpG sites, this can indicate 
that a patient may have AD. We reduced the dimensionality of 
the data before training via a feature selection method using 
logistic regression. The method identifies the 410 CpG sites 
that are most correlated with AD.

The logistic regression feature selection method is 
shown to greatly reduce the noise of the data and improve 
accuracies. After training on the dataset, a gradient boosting 
decision trees (GBDT) model achieved the highest accuracy 
of 53.33%, and highest area under the curve (AUC) of 0.69 
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SUMMARY
Alzheimer’s disease (AD) is the leading cause of 
dementia worldwide. Mild cognitive impairment (MCI) 
is an early stage of mental decline that can precede 
the development of AD. Oftentimes, the progression 
of MCI to AD is difficult to predict. An AD diagnosis 
can involve invasive brain scans and spinal fluid tests. 
However, one promising biomarker for the diagnosis 
of AD is epigenetic data, specifically the methylation 
level of cytosine-phosphate-guanine (CpG) sites in the 
DNA. AD is linked to environmental factors, with some 
factors causing changes in these DNA methylation 
levels. We hypothesized that machine learning 
models can use blood DNA methylation levels, sex, 
and age to predict between cognitive normality, MCI, 
and AD with at least 50% accuracy. In this paper, we 
generated four machine learning models and two 
dataset dimensionality reduction methods in order to 
test this hypothesis. We trained the models on data 
from CpG sites from whole blood. When predicting if 
a patient would be cognitively normal, have MCI, or 
have AD, we achieved an accuracy of 53.33%, which 
is 20% greater than random guessing. We achieved 
this accuracy using a gradient boosting decision 
trees model in combination with a logistic regression 
method for feature selection. While this accuracy is 
low, the feature selection method that we developed 
may be useful in future research, as it identifies 
CpG sites that are most correlated with AD. Since 
peripheral blood is easily accessible through blood 
draw, our model represents a practical way to assist 
in the diagnosis of AD.

INTRODUCTION
Alzheimer’s disease (AD) affects an estimated 6.5 million 

people in America (1). Over 10% of those above the age of 65 
have AD (1). Alzheimer’s negatively affects memory, cognitive 
function, and sensory processing, preventing people from 
carrying out daily tasks (2). AD is currently incurable, but 
medications and therapies exist to treat the disease and 
increase cognitive function (2). An early diagnosis of AD can 
help to select these treatments more effectively (3). However, 
it is difficult to definitively diagnose AD in its early stages, as 
tests involving brain imaging, brain tissue, and spinal taps are 
invasive and expensive (4).

Recently, AD was associated with high DNA methylation 
(DNAm) levels at cytosine-phosphate-guanine (CpG) sites 
in the brain (5, 6). Specifically, epigenome-wide association 
studies have revealed hundreds of differentially methylated 
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when predicting on a subset of the data reserved for testing. 
Random guessing would have only yielded a 33.33% accuracy 
and an AUC of 0.5. These results confirmed our hypothesis 
that ML can achieve up to a 50% accuracy in predicting 
AD using blood DNAm data alone. This suggests that a 
relationship does exist between blood-based epigenetics 
and AD, and it could lead to a practical healthcare application 
in diagnosing AD from blood samples using both machine 
learning and DNAm biomarkers.

RESULTS
For the dataset that we obtained from the Gene Expression 

Omnibus (17), each case includes the sex, age, disease state 
1, disease state 2, and 410,942 unique measured CpG sites 
with their respective methylation levels. Disease state 1 is a 
person’s measured disease state at the initial time of data 
collection, whether that be CN, MCI, or AD. Disease state 2 
is a person’s disease state one year after disease state 1 was 
measured. For example, an individual’s disease state 1 could 
be MCI while their disease state 2 is AD, if they progressed to 
Alzheimer’s within a year.

We tested the predictive capabilities of a k-nearest 
neighbors, logistic regression, support vector machine 
(SVM), and GBDT model. ML models were evaluated by 
their accuracy score, a confusion matrix, receiver operating 
characteristic (ROC) curve, and AUC. An ROC curve plots 
a model’s true positive rate versus its false positive rate. 
AUC measures the area under this curve. AUC values of 
0.5 represent random chance, and AUC values closer to 1 
are optimal. We first investigated if ML models could use 
disease state 1 as a training feature to predict disease state 
2. In this way, we could determine if ML would be a useful 

tool in predicting the progression of existing cognitive decline 
and AD, not just a tool for diagnosing AD. When predicting 
disease state 2 using the full training dataset, the ML models 
all performed with surprisingly high accuracies of up to 
88.33%.

While these results appeared promising, we found them 
to be flawed upon further inspection. We discovered that 
models were predicting disease state 2 to be exactly what 
disease state 1 was every single time. For example, if an 
individual’s first disease state was MCI, then the model would 
always predict that in one year the patient would still have 
MCI, regardless of their DNAm levels. Due to the nature of 
the dataset, this artificially inflated the model’s accuracy. 
However, these results do not reveal any relationship 
between CpG site DNAm levels and Alzheimer’s disease, 
as our models placed no weight on those important features 
when predicting disease state 2. Therefore, the results are 
inapplicable to our studies. Training the models with access to 
disease state 1 made them too dependent on a single feature 
due to overfitting, allowing them to ignore the DNAm data.

We removed disease state 1 from the training features, 
then examined ML models’ ability to predict disease state 
1, disregarding disease state 2. This is representative of the 
diagnostic capabilities of ML, as our models would now be 
making predictions of an individual’s cognitive disease state 
based solely upon their sex, age, and blood DNAm levels. 
When predicting disease state 1, the machine learning 
models struggled to achieve high accuracies. The models 
performed worst when trained on the full training dataset, 
since accuracies for all models ranged from about 30% to 
35%. This is not better than random guessing, which would 
yield about 33.33% accuracy. The models did not perform 

Figure 1: Metrics for predicting disease state 1 after PCA.  These metrics are from the GBDT model that was trained on data reduced 
using PCA. a) Confusion matrix showing the true label of disease state versus the label of disease state predicted by the GBDT model. For 
example, the box in the center represents the number of times that the model correctly predicted that a sample would have MCI when they 
truly had MCI (10 times). The box in the center of the bottom row represents the number of times that the model incorrectly predicted that a 
sample would have MCI when they truly had AD (10 times). The confusion matrix of a perfect predictive model would only have values in the 
top left, center, and bottom right boxes. b) ROC curves for CN, MCI, and AD plotted against the ROC curve for chance level.
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better when trained on the dataset that was reduced using 
principal component analysis (PCA). PCA consolidates 
the data into principal components, a minimum number of 
features that can be used to explain a certain amount of the 
data’s variance. We found that using PCA to explain 80% of 
variance yielded the highest accuracies. However, model 
accuracies did not exceed 40% when trained on PCA-reduced 
data. We plotted a confusion matrix and ROC AUC graph for 
an optimized gradient boosting decision trees (GBDT) model 
that achieved 36.66% accuracy (Figure 1).

The ROC curves for all three classes loosely aligned with 
the ROC curve that represents random guessing, reaffirming 
that the accuracies achieved by the models in this stage were 
largely due to chance. The greatest AUC value was 0.56, 
only slightly above chance level at 0.5. The confusion matrix 
shows that the GBDT model frequently predicted MCI, which 
is most likely because MCI cases made up the largest portion 
of the training data. The confusion matrices for the other 
three models we tested—k-nearest neighbors, SVM, and 
logistic regression—all looked like that of the GBDT model, 
with MCI being the most predicted class. From these results, 
we saw that PCA was ineffective in reducing the dataset to a 
reasonable size that models could use to be trained. There 
was too much noise in the large number of features, so the 
important features could not be extracted.

The logistic regression method that we devised for 
reducing dimensionality proved to be substantially more 
effective. When the models were trained on the dataset that 
was feature-selected using our logistic regression method, all 
accuracies increased. The GBDT model consistently had the 

best performance of all four models, achieving an accuracy of 
53.33% when optimized. We plotted a confusion matrix and 
ROC AUC graph for this GBDT model (Figure 2).

Based on the ROC AUC graph, the model’s accuracy was 
not due to chance; this contrasts to the ROC AUC graph when 
the model was trained on the full dataset or PCA-reduced 
data, which was due to chance. The higher scores for AUC, 
reaching 0.68 when predicting MCI, indicated that the model 
was considerably better at distinguishing between classes. 
From the confusion matrix, we can see that the model no 
longer predicted MCI the most. Instead, there was a better 
spread of predictions, with 53.33% of the predictions being 
correct.

DISCUSSION
We suspect that the ML models’ low accuracy when 

predicting on the full dataset or PCA-reduced data was 
because of overfitting, meaning that the models would only 
be able to predict accurately on the exact set of data that was 
used for training. The improved accuracy when predicting 
on only a select amount of CpG sites, rather than the whole 
dataset or on principal components, suggests that there is 
a relationship between blood DNAm levels of specific genes 
and cognitive decline. In fact, the results of our blood-based 
epigenetic study extend the results of a similar study on brain 
epigenetics. In that study, the researchers found that feature-
selecting CpG sites in the brain to train ML models was the 
most effective form of dimensionality reduction, and they 
were able to greatly increase the accuracy of their classifier in 
predicting if a patient had AD (11). Furthermore, it is important 

Figure 2: Metrics for predicting disease state 1 after feature selection. These metrics are from the GBDT model that was trained on 
data reduced using the logistic regression method for feature selection. a) Confusion matrix showing the true label of disease state versus 
the label of disease state predicted by the GBDT model. For example, the box in the center represents the number of times that the model 
correctly predicted that a sample would have MCI when they truly had MCI (12 times). The box in the center of the bottom row represents the 
number of times that the model incorrectly predicted that a sample would have MCI when they truly had AD (4 times). The confusion matrix of 
a perfect predictive model would only have values in the top left, center, and bottom right boxes. b) ROC curves for CN, MCI, and AD plotted 
against the ROC curve for chance level.
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to note that many of the CpG sites that were feature selected 
by our logistic regression method were also differentially 
methylated CpG sites in the HOXB6 gene that have been 
previously associated with AD (14). While ML may not yet be 
capable of diagnosing AD based on peripheral blood DNAm 
data due to its accuracy of only 53.33%, ML does have a 
place in identifying AD correlated CpG sites. Knowing what 
genes are affected by AD is the first step in making early AD 
predictions through noninvasive blood draws and analysis. 
We have demonstrated that ML, especially a GBDT model, 
shows promise in making these predictions. Our models 
were most accurate in predicting if a patient would have MCI. 
Identifying this state of cognitive decline at an early point in 
time is crucial in administering valuable therapies to patients 
(3). Our ML method may find a use here. Furthermore, 
our logistic regression method for feature selection and 
dimensionality reduction is effective in selecting which CpG 
sites are important in AD diagnosis. By selecting features in 
chunks of 1,000, the process is designed to be scalable as 
more blood DNAm data on Alzheimer’s becomes available. 
Our results highlight the necessity of feature selection in 
order to create a reasonable amount of data for ML models to 
train on, with limited noise and overfitting.

The largest limitation that we faced was the availability 
of data on blood epigenetics and AD. The dataset that we 
trained on contained data for only 300 samples, which is not 
enough to apply our findings to the general population. With 
access to more data, our ML models might have achieved 
greater predictive accuracy, although we cannot be certain of 
this. A second limitation of our work is that we did not control 
for other conditions that could affect one’s blood DNAm 
levels. For example, heart disease has been shown in the 
past to be correlated with blood DNAm levels at CpG sites 
(18). If some of those who had AD in our dataset also had 
heart disease, then our models may have been incorrectly 
associating features with AD that were more correlated with 
heart disease instead. This is another reason that more 
extensive data is needed for this area of research, so that 
confounding variables can be better controlled. A third 
limitation that we faced was the complexity of our models. 
It would be important in the future to test more complex ML 
models, such as neural networks, to determine if they can 
predict AD with a higher accuracy. However, it is likely that a 
neural network would overfit due to the high ratio of feature to 
sample data. Finally, it is important to note that MCI does not 
always lead to AD. One may remain in a stable state of MCI 
and never progress to a worse cognitive state. Since our data 
was minimal, our ML method was not effective in predicting 
if one would go through this progression, as evidenced when 
we tried to predict disease state 2. This connection between 
MCI and AD would be important to explore using ML in future 
research.

As more treatments become available for AD, reliable 
and early diagnosis of AD will become increasingly valuable 
for cognitively impaired patients. Our accuracy of 53.33% 
when predicting if a patient would have MCI or AD should 
only improve as more data on this field becomes available 
and as ML techniques progress. The results also indicate a 
relationship between differential CpG site methylation and 
AD, which will be useful in further research and additionally 
in identifying hereditary or environmental risk factors for 
AD. The feature selection process proposed in this paper 

using logistic regression could be replicated and applied to 
new datasets as well. Correlations between blood-based 
epigenetics and other diseases besides AD could also be 
explored using similar ML methods. ML holds much potential 
for the future of disease diagnosis.

MATERIALS AND METHODS
Dataset

The dataset used in our work is downloaded from the 
Gene Expression Omnibus (17) under the accession ID: 
GSE144858. The data was collected in an epigenome-wide 
association study of DNAm patterns in whole blood, from 
patients with AD and MCI. Blood samples were analyzed 
using the Illumina Infinium Human Methylation 450K 
BeadChip array to find the DNAm levels. The dataset includes 
a total of 300 sample cases (Table 1). Each case includes a 
unique accession ID, initial disease state, a second disease 
state measured one year after the initial disease state 
was obtained, sex, and age. There are 120 males and 180 
females in the dataset. Furthermore, each case has 410,942 
measured CpG sites and their respective methylation levels 
as a decimal value ranging from 0 (no methylation) to 1 (100% 
methylation). The methylation levels were measured at the 
time that disease state 1 was recorded. Each CpG site is 
given a unique Illumina ID corresponding to its location in the 
genome. Using the pandas Python library, we parsed and 
organized the data into a data frame: each row represents a 
unique case, marked by an accession ID, and each column 
represents a unique feature (Table 2). We converted non-
numerical features into numbers. Male is represented by a 
0 and female is represented by a 1. CN is represented by 
a 0, MCI is represented by a 1, and AD is represented by a 
2. The final data frame is 300 rows × 410,947 columns. We 
used an 80/20 train/test split on the preprocessed data using 
the scikit-learn Python library in order to prepare for model 
training. This means that 80% of the data would be used for 
training the ML models, and 20% of the data would be used 
for testing the models.

Dimensionality Reduction
As the dataset contained many features (410,942 measured 

CpG sites per sample), it was likely that our ML models would 
overfit on the training data. In order to prevent this, we used 
a method involving logistic regression to select features and 
reduce the dimensionality of our data. We trained a logistic 
regression model on 1,000 features of the dataset at a time 

Table 1: Number of cases for disease states 1 and 2. The table 
shows the number of cases for each disease classification during 
two different times of measurement, in order to track disease 
progression. The disease classifications are cognitively normal 
(CN), mild cognitive impairment (MCI), or Alzheimer’s disease (AD). 
Disease state 1 is the initial measured disease classification, and 
disease state 2 is the measured disease classification one year after 
disease state 1 was measured.



20 SEPTEMBER 2023  |  VOL 6  |  5Journal of Emerging Investigators  •  www.emerginginvestigators.org

in order for the method to be scalable. From those 1,000 
features, the model identified which feature had the largest 
coefficient; that is, which feature had the most influence in 
correctly classifying the disease state of a given sample. By 
the end of this process, the dataset reduced from 410,942 
features to only the 410 most important features (from each 
chunk of 1,000), alongside sex and age. We also tried PCA 
and compared its results to the logistic regression method. 
PCA is a dimensionality reduction technique in which features 
are consolidated into principal components that can explain a 
majority of the variance in a dataset. We implemented PCA 
using scikit-learn and explained 80% of the variance.

Machine Learning Models
As the task is a classification problem, we started by 

setting up four classification models of varying complexity 
using scikit-learn. The goal was to test each model and see 
which one would have the best performance for the problem. 
The four models that we used were: 1) k-nearest neighbors, 
which converts samples into data points and classifies them 
based on the classes of their nearest surrounding points; 
2) logistic regression, which uses weights/coefficients of 
features to predict a classification; 3) SVM, which maps data 
that is not linearly separable to a higher dimension so that it 
can be separated by a hyperplane; and 4) GBDT, which builds 
simple decision trees upon each other until classification 
error is minimized in a series of  “boosts”. We used a grid 
search to optimize the hyperparameters of each model. The 
optimized GBDT model had 200 estimators, a learning rate 
of 0.1, and a maximum depth of 3. We trained the models 
on three different training sets: the full training dataset, the 
training dataset reduced using PCA, and the training dataset 
reduced using the logistic regression method. This way, we 
could see what form of dimensionality reduction was most 
effective, if any at all. The models were then evaluated by 
classifying samples in the testing dataset as either 0 (CN), 
1 (MCI), or 2 (AD) based off the sample’s features/DNAm 
levels. We examined if the models could predict both disease 
state 2 with access to disease state 1 as a training feature, 
and disease state 1 alone. This would allow us to see if our 
models could be used not only for AD diagnosis, but also 
disease progression analysis.

Evaluation Metrics
Each model was assessed using its accuracy score, 

confusion matrix, ROC curve, and AUC. Accuracy score 
measures the percentage of samples that the model correctly 
classifies. A confusion matrix plots the true classes of 
samples against what class the model predicted for samples. 
An ROC curve plots a model’s true positive rate versus its 
false positive rate at different thresholds. AUC measures the 
area under this curve. An AUC closer to 1 is better, as this 
means that the model only predicts true positives and never 
predicts false positives. An AUC of 0.5 represents a model 
that classifies by random chance.
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