Analysis of the effects of positive ions and boundary layer temperature at various hypersonic speeds on boundary layer density
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SUMMARY
Vehicles traveling at hypersonic speeds ionize the air around them. This ionization leads to the possibility of utilizing an induced positive surface charge to lower the density of the boundary layer flow electrostatically. Reducing the boundary layer's density would have several positive effects, such as lowering the drag and heat transfer. The study's goal was to identify the Mach numbers for which the electrostatic drag and heat transfer manipulation would be most applicable inside the stratosphere. We hypothesized that the potential to use induced positive surface charge repulsion to lower boundary layer density would increase with speed, and there will be greater (>10%) potential to decrease boundary layer density at a lower bound estimate of Mach 18-19. We also explored the extent to which extrapolation through a quadratic model based on Dr. Jesse R. Maxwell's data in \textit{Morphing Waveriders for Atmospheric Entry} could be used to approximate maximum boundary layer temperature values. The experiments were conducted using computational fluid dynamics software. The study demonstrated that, on average, higher Mach speeds resulted in a considerably higher potential decrease in density. Also, as predicted by the hypothesis, a significant potential reduction in density occurred near Mach 19. The study also supported using the quadratic model based on Maxwell's data for approximating the maximum boundary layer temperature up to at least Mach 26. This study highlights that further research on the surface charge method is warranted as we seek to explore higher hypersonic speeds within the stratosphere.

INTRODUCTION
The desire to achieve higher speeds is a constant fascination with humans. As we delve into the hypersonic spectrum, there is a constant search for ways to further increase the speed of our atmospheric vehicles. In order to do so, it is essential we identify methods to reduce drag and lower the convective heat transfer (heat transfer from the surrounding hot air to the vehicle), which can be fatal to vehicle bodies located inside the extreme temperatures present in hypersonic airflows. One way to achieve a reduction in skin drag and convective heat transfer is through decreasing the density of the boundary layer. Decreasing the density of the boundary layer leads to a reduction in skin friction and thus a reduction in skin drag \textsuperscript{(1)}. Convective heat transfer can be considered as the combined effects of conduction and fluid motion (advective) heat transfer \textsuperscript{(2)}. The heat flux $\varphi_q$ for advective heat transfer is modelled by the equation:

$$
\varphi_q = \upsilon \rho c_p \Delta T
$$

where $\rho$ is density, $c_p$ is heat capacity at constant pressure, $\Delta T$ is the difference in temperature, and $\upsilon$ is velocity. Thus, changing the density of flow inside the boundary layer (near the surface of the vehicle) the advective and thus convective heat transfer is decreased.

Our study considered the induced surface charge repulsion method for lowering boundary layer density \textsuperscript{(3)}. Inducing positive surface charge on the vehicle will electrostatically repel positive ions and thus lower boundary layer density \textsuperscript{(3)}. The maximum potential reduction in boundary layer density through induced surface charge, which will be calculated for specified trails in the experiment, will thus be equivalent to the percentage of the density that can be attributed to positive ions.

We performed a study to analyze the maximum potential reduction in the boundary layer possible by positive surface charge repulsion at various speeds. The study utilized the Ansys Fluent Computational Fluid Dynamic Software to perform several trials at different Mach numbers (a dimensionless measurement of speed with respect to the local speed of sound) and gather average boundary layer static temperature data. We repeated each trial twice and averaged the results to produce reliable data. This data was then analyzed to answer questions regarding the relationship between Mach number and maximum potential density decrease by induced positive surface charge repulsion. Furthermore, we analyzed the data to validate a proposed model and understand the relationship between boundary layer temperature and Mach number. The method of induced
charge has a primary application in the high hypersonic spectrum because the air is not at high enough temperatures to be ionized at subsonic, supersonic, and low hypersonic speed ranges in regular air conditions, rendering the effect of electrostatically repulsion negligible (4-5).

Temperature is a measurement of the average kinetic energy (6). When a vehicle moves through air it transfers some of its kinetic energy to the particles around it via collisions (7). The amount of kinetic energy gained by the particles is proportional to the kinetic energy of the vehicle. Therefore, air particles around vehicles traveling at higher velocities gain more kinetic energy and temperature (7). Since increasing temperature of the air results in increased ionization of the air particles (4), we hypothesized that the potential for the induced positive surface charge method to lower boundary layer density will increase with speed. Upon performing our CFD study, we demonstrated that, on average, higher Mach speeds resulted in a considerably higher potential decrease in density supporting this hypothesis.

RESULTS

Preliminary Estimate

A study done by Maxwell provided the maximum temperature values inside the boundary layer for vehicles traveling inside the stratosphere at speeds up to Mach 10 (5). To estimate maximum boundary layer temperature values at Mach numbers greater than 10, we performed quadratic regression. From the quadratic regression, we determined the quadratic best fit function for Maxwell’s data to be:

\[ T(s) = 196 + 43.9s + 23.8s^2 \]

where \( T \) is the maximum boundary layer temperature and \( s \) is the Mach number (Figure 1).

Table 1. Comparison of CFD estimates, published experimental data, and quadratic model predictions of maximum boundary layer temperature at lower Mach numbers.

<table>
<thead>
<tr>
<th>Mach Number</th>
<th>CFD Maximum Boundary Layer Temperature Values (K)</th>
<th>Maxwell Maximum Boundary Layer Temperature Values (K)</th>
<th>Quadratic Best Fit Model Boundary Layer Temperature Estimates (K)</th>
<th>Percent Deviation of CFD Maximum Boundary Layer Temperature Values from Maxwell Values (%)</th>
<th>Percent Deviation of Quadratic Model Maximum Boundary Layer Temperature Estimates from Maxwell Values (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>390.16</td>
<td>380</td>
<td>379.0</td>
<td>2.67</td>
<td>0.26</td>
</tr>
<tr>
<td>4</td>
<td>794.34</td>
<td>770</td>
<td>752.4</td>
<td>3.16</td>
<td>2.29</td>
</tr>
<tr>
<td>6</td>
<td>1359.79</td>
<td>1300</td>
<td>1316.2</td>
<td>4.60</td>
<td>1.25</td>
</tr>
<tr>
<td>8</td>
<td>2086.45</td>
<td>2070</td>
<td>2070.4</td>
<td>1.28</td>
<td>0.02</td>
</tr>
<tr>
<td>10</td>
<td>3097.96</td>
<td>3000</td>
<td>3015.0</td>
<td>3.27</td>
<td>0.50</td>
</tr>
</tbody>
</table>

This quadratic model closely adheres to Maxwell’s data (Table 1). From previous Computational Fluid Dynamics (CFD) static temperature simulation results, we observed that a significant portion of the boundary layer is near the maximum boundary layer temperature (5). By using this quadratic model for the maximum temperature inside the boundary layer (Figure 1), we can also hypothesize that a lower-bound approximate value of Mach 18-19 from which we will see a significant (For our study we are defining 10% and above as significant since our educated assumption is that this level of reduction will produce measurable effects in drag and convective heat transfer reduction) decrease in drag and convective heat transfer.

As predicted by this hypothesis, we ascertained that a significant (10% or greater) potential reduction in density occurred near Mach 19. Furthermore, the study provided reasonable support for using the above quadratic best fit function for estimating maximum boundary layer temperature.

CFD Study

The potential reduction in boundary layer density through positive surface charge and its variance in regard to vehicle speed was determined by first identifying the average temperature of the boundary layer at various Mach speeds. The average boundary layer temperature was identified through utilizing the Ansys Fluent CFD software to simulate the vehicle moving at various speeds at an altitude of 25 km above sea level and for each Mach number simulation we selected 20 points for temperature reading evenly spaced throughout the boundary layer to get a good measurement for the average temperature within the boundary layer (Figure 2). The average temperature data was further used to determine the percent decrease in density potentially achievable by induced surface charge repulsion for each trial.

Furthermore, the quadratic model for maximum boundary layer temperature was validated by using the CFD simulation to identify the point of maximum boundary layer temperature. This point was identified by taking the temperature at the surface of the vehicle towards the tip of the cone. Preliminary CFD trials were performed at Mach 2, 4, 6, 8, and 10. The CFD maximum boundary layer temperature data showed strong adherence with previous experimentation published in Maxwell’s study (Table 1), which strengthened the validity of
this study. Afterwards, trials were performed for Mach 12, 14, 16, 18, 20, 22, 24, and 26. Additional trials were conducted at Mach 19, 21, 23 to understand the data better and identify a more exact Mach number for significant air drag reduction. The potential boundary layer density decrease was not calculated for Mach 14 and lower because the ionization of air is negligible for average temperature values lower than 6000 K (7).

On average, increasing Mach number resulted in a significant increase in average boundary layer temperature and a considerable potential decrease in boundary layer density (Table 2). The data also indicates that the lowest Mach number with a significant (10% or greater) potential reduction in boundary layer density occurs at slightly less than Mach 19. Thus, based on the CFD data, the lowest whole Mach number with a significant potential decrease in density will be Mach 19.

To validate the quadratic model, a mean percent error (MPE) of 3.209% was seen for the extrapolation model values compared to the actual data for maximum boundary layer temperature gathered by the CFD (Table 3). Furthermore, the average percentage deviation of the Maximum Boundary layer Temperature from Average Boundary Layer Temperature (Table 3) was 7.363%.

### Table 2. Data and results for determination of maximum potential percentage reduction in boundary layer density by positive surface charge at various Mach numbers.

<table>
<thead>
<tr>
<th>Mach Number</th>
<th>Average Boundary Layer Temperature (K)</th>
<th>Percent Potential Decrease in Density (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>6501.89</td>
<td>0.19</td>
</tr>
<tr>
<td>18</td>
<td>8469.74</td>
<td>4.22</td>
</tr>
<tr>
<td>19</td>
<td>9348.07</td>
<td>12.05</td>
</tr>
<tr>
<td>20</td>
<td>10347.45</td>
<td>33.03</td>
</tr>
<tr>
<td>21</td>
<td>11257.44</td>
<td>56.76</td>
</tr>
<tr>
<td>22</td>
<td>11715.59</td>
<td>64.15</td>
</tr>
<tr>
<td>23</td>
<td>13259.22</td>
<td>91.83</td>
</tr>
<tr>
<td>24</td>
<td>13818.99</td>
<td>95.71</td>
</tr>
<tr>
<td>26</td>
<td>17958.88</td>
<td>99.85</td>
</tr>
</tbody>
</table>

### Table 3. Data for validation of quadratic model for maximum boundary layer temperature and analysis of Boundary Layer temperature

<table>
<thead>
<tr>
<th>Mach Number</th>
<th>CFD Average Boundary Layer Temperature (K)</th>
<th>CFD Maximum Boundary Layer Temperature (K)</th>
<th>Quadratic Model Value for Boundary Layer Temperature (K)</th>
<th>Percent Error for Quadratic Model Value (MPE)</th>
<th>Percent Deviation from Average Boundary Layer Temperature (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>354.16</td>
<td>390.16</td>
<td>375.00</td>
<td>2.8039</td>
<td>10.1650</td>
</tr>
<tr>
<td>18</td>
<td>734.36</td>
<td>794.34</td>
<td>730.42</td>
<td>5.27985</td>
<td>8.1566</td>
</tr>
<tr>
<td>19</td>
<td>1289.66</td>
<td>1389.75</td>
<td>1386.20</td>
<td>3.20584</td>
<td>7.0913</td>
</tr>
<tr>
<td>20</td>
<td>1942.86</td>
<td>2070.46</td>
<td>1940.70</td>
<td>1.42458</td>
<td>7.9349</td>
</tr>
<tr>
<td>21</td>
<td>2943.34</td>
<td>3037.96</td>
<td>3034.15</td>
<td>0.27739</td>
<td>5.2539</td>
</tr>
<tr>
<td>22</td>
<td>4118.32</td>
<td>4345.95</td>
<td>4120.00</td>
<td>4.42568</td>
<td>5.4320</td>
</tr>
<tr>
<td>23</td>
<td>5229.16</td>
<td>5769.92</td>
<td>5475.40</td>
<td>5.5504</td>
<td>10.2742</td>
</tr>
<tr>
<td>24</td>
<td>6501.89</td>
<td>7006.22</td>
<td>6991.20</td>
<td>0.10167</td>
<td>8.67943</td>
</tr>
<tr>
<td>26</td>
<td>8469.74</td>
<td>9006.36</td>
<td>8627.06</td>
<td>4.3461</td>
<td>6.2513</td>
</tr>
</tbody>
</table>

### DISCUSSION

The study was performed to understand the relationship between Mach number and boundary layer temperature and ion density. This was used to determine the potential applicability of induced positive surface charge repulsion to lower boundary layer density. The results of this study’s experimentation were supported by the strong adherence of the study’s CFD determined maximum boundary layer temperature values to previously determined maximum boundary layer temperature values (5) (Table 1). The trials conducted supported the hypothesis that the potential to use induced positive surface charge repulsion to lower boundary layer density would increase with speed, and there will be significant (>10% density decrease) potential to decrease boundary layer density at a lower bound estimate of Mach 18-19. From the results, we can observe that increasing the Mach number results in a greater potential to decrease boundary layer density using induced surface charge. The data also showed that a greater than 10 percent potential decrease in density occurring at Mach 19. Thus, we can ascertain that at speeds greater than or equal to Mach 19, inside the stratosphere, there will be significant potential to decrease boundary layer density through repelling the positive ions in the boundary layer. Speeds of upwards Mach 9 have already been reached inside the stratosphere (8), while speeds of up to Mach 17 - 22 have been reached by aircraft at higher altitudes (9). Predictions for scramjet-powered aircraft, which operate inside the stratosphere, indicate that speeds of Mach 20 and above are achievable (10). Therefore, while this positive surface charge method is not currently applicable for stratosphere flight, this may change in the future. For instance, the induced surface charge method may have application in future military hypersonic vehicles and weapon systems traveling at very high hypersonic speeds that seek to operate at shallower trajectories inside the lower atmosphere (stratosphere) to avoid interception.

The quadratic model’s predictions for maximum boundary layer temperature values at higher Mach numbers seem to be closely correlated with CFD reading. This indicates...
that this quadratic model may be a reasonable method for approximating the maximum boundary temperature up to at least Mach 26. Additionally, the percent deviation of the maximum boundary layer temperature from the average boundary layer temperature seems to validate the observation that a significant portion of the boundary layer is near maximum boundary layer temperature. On average, a low standard deviation of less than 10 percent was observed. This observation highlights the possibility that maximum boundary layer temperature can be used as a rough estimate for the average boundary layer temperature at high Mach numbers. However, further study and additional trials would be necessary to validate this claim thoroughly.

A primary cause for fluctuations in the data can be attributed to the number of iterations that were run for each simulation. The higher the iterations the more accurate the CFD data; though 5x10^6 iterations were performed, there may still be some inaccuracies thus resulting in fluctuations in the data. There could also be a slight variation in the placement of the cursor when recording data points. This variation would primarily serve to affect the maximum boundary layer temperature readings from the CFD, where the cursor must be located at the tip of the cone near the surface (leading edge) (11), by giving data points lower than the actual maximum. Finally, some errors in determining the maximum potential density decrease may result from using the concentration graph. The graph provides reasonably accurate estimates based on previous studies, and the manual identification process may result in some error.

It is important to note that the study used the average boundary layer temperature to get the percent density of the mixture that can be attributed to positive ions. This method would only serve to give an approximate answer. A more accurate means of identifying the density percentage is by calculating the percent density attributed to positive ions at each point and integrating through the entirety of the boundary layer. Since this operation would be impractical with the method of density identification used for this project, it was not used. However, if coupled with another percent density identification method, such as the Saha ionization equation method, this method could determine even more accurate data for future research. Furthermore, in future studies using CFDS, more accurate density change approximation may be achieved with the Saha ionization equation. This equation becomes applicable for relatively low ionization plasmas, as is the case with the air inside the boundary layer. When solved as a system of equations alongside a simple density relationship, the Saha ionization equation could better estimate the maximum density change possible at a given temperature and boundary layer density.

Further research with wind tunnels and the physically inducing charge would substantially contribute to this experiment. Physical experiments would allow us to examine a wide variety of data and thus would help get quantitative answers to questions regarding the effect of positive surface charge on air drag and convective heat transfer. Physical experiments will also be the best approach to identify the amount of positive surface charge needed to achieve significant effects and allow for research into various charge distributions to optimize effects. For example, further physical research can be performed to optimize charge distributions to optimize the decrease in heat transfer while lowering the decrease in drag for application of induced charge during reentry of spacecraft. Additional research with CFDS could consider the potential effect of positive surface charge in reducing the air density in front of the vehicle. Using a positive surface charge to reduce the perceived freestream density of the flow would have significant and already quantified effects on drag and convective heat transfer (12). However, since the temperature in front of the vehicle is considerably lower than the temperatures inside the boundary layer, much higher speeds would be necessary to produce the same density reduction. However, this research could have applications for future extremely fast hypersonic vehicles.

**METHODS**

**Computational Fluid Dynamic Analysis**

Solidworks was used to create a mesh of the hypersonic vehicle for the simulation. The vehicle was modeled by a cone, which is an effective model for hypersonic vehicle bodies (13). The cone was created to the specified dimensions of 5 m length and 0.5 m radius. The objects properties were defined as solid. The Ansys Fluent CFD environment was used to model the temperature of the air inside the boundary layer. The Solidworks mesh of the hypersonic vehicle was imported into the CFD. We configured the CFD simulation as Hypersonic flow at an altitude (25 km above sea level) and set the specified Mach number for the trial. Each trial was set to have 5x10^5 iterations performed to get accurate results. The simulation was set to return the velocity and static temperature data. Each trial was repeated twice with collected data averaged to reduce error.

Trials were held at Mach Numbers 2, 4, 6, 8, 10, 12, 14, 16, 18, 19, 20, 21, 22, 23, 24, 26. The trials at 2, 4, 6, 8, 10 served as preliminary trials to verify the accuracy of our CFD simulations. The velocity data was used to approximate the width of the boundary layer (Figure 3). The boundary layer is the area in which the velocity of the flow is changed by

![Figure 3. CFD Velocity Data for Mach 24.](image-url)
the viscous interactions (14). Thus, the areas in the data around the sides of the vehicle where the velocity changed thus indicated the boundary layer. An outline of the boundary layer was made and overlaid on the static temperature data reading indicating the whereabouts of the boundary layer for accurate data collection.

**Average Boundary Temperature Identification**

With the boundary layer marked, 20 points were chosen by hand evenly within the boundary. Due to symmetry, the points were taken at the upper boundary layer (Figure 3). We set the position axis with the x axis as distance in meters from the origin located at the tip of the vehicle and the y axis as distance in meters from the vehicle (Figure 2). The points were chosen at roughly 0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5 as x values and y values varying evenly within the boundary layer. The number of points chosen at each value vary proportionately with the thickness of the boundary layer at each x value. Taking an average of the static temperature values at these points was used to produce a good estimate for the average temperature within the boundary layer.

**Maximum Boundary Layer Temperature Identification and Calculations**

The maximum boundary layer temperature was identified by taking the value at the point (0,0) utilizing the position axis defined above (Figure 2). This gives the value at the leading edge and tip of the cone where the temperature is the highest (11). Percent error calculation of quadratic model data for CFD maximum boundary layer temperature was calculated by the equation:

\[
%e = \frac{|T_m - T_a|}{T_a} \times 100\%
\]

where \(T_m\) is the maximum boundary layer temperature calculated from the quadratic model and \(T_a\) is the maximum boundary layer temperature obtained from the CFD simulation. The percent deviation of maximum boundary layer temperature from average boundary layer temperature was calculated similarly using the equation:

\[
\delta = \frac{|T_a - T_l|}{T_a} \times 100\%
\]

where \(T_a\) is the average boundary layer temperature obtained from the CFD simulation and \(T_l\) is the maximum boundary layer temperature obtained from the CFD simulation. Similar calculations were performed for the percent deviation of CFD simulation maximum boundary layer temperature values and Quadratic Model maximum boundary layer temperature estimates from Maxwell’s maximum boundary layer temperature values.

**Maximum Potential Percent Decrease in Boundary Layer Density Calculation**

The concentration of positive ions inside the boundary layer was determined based on a temperature concentration graph provided by Professor J. E. Shepherd for air, based on experimental data (Table 2) (4). This graph was utilized to get a rough estimate for the percentage of the density attributed to positive ionic species. The maximum potential percent decrease in density by positive surface charge repulsion is equivalent to the percentage of the density attributed to positive ions. Thus, the maximum potential percent decrease in density by positive surface charge repulsion is \(\%\Delta \rho\) was thus identified by the equation:

\[
\%\Delta \rho = \left(\Sigma m_i C_i\right) / \left(\Sigma m_i C_i + \Sigma m_i \rho_i\right)
\]

where \(\Sigma m_i C_i\) is the summation across all positive ions of the molar mass of each positive ion multiplied by the number concentration of each ion, \(\Sigma m_i \rho_i\) is the summation across all species that are not positive ions of the molar mass of the species multiplied by the number density of the species.
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