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attacks. While not fraudulent in essence, electoral laws and 
procedures, when manipulated, can lead to voter fraud, which 
is not a new phenomenon. Going back to 1982, a large-scale 
scheme was unveiled in the Chicago and Illinois general 
elections where 63 individuals were charged and convicted 
of tampering with registration, including forging signatures 
and impersonation (2). In the recent two decades, despite 
a low number of proven instances of voter fraud, only 1,088 
cases nationwide since 2002 (3), the perception of fraud 
seemed to linger among American public, with a tendency 
to become subjectified. To illustrate, a study conducted in 
2008 at Columbia Law School that involved a survey of a 
36,500-person sample over a period of three years revealed 
that 41% of respondents held the belief of a high occurrence 
of fraud (4). In 2015, Sances and Stewart demonstrated the 
subjectivity of voter confidence through a strong pattern of 
voters reporting a high level of confidence (61%) in their own 
votes being counted as cast and a low level of trust (22%) in 
the accuracy of other voters’ ballots (5). At the same time, 
this distrust seems to have recently fluctuated and diminished 
as reported by the Gallup Newspoll from September of 2019 
in which 70% of the public expressed a comfortable level of 
confidence in the upcoming 2020 election’s accuracy (6). 
 Attempting to understand the changing trends and impacts 
on this conflicting perception is crucial in taking steps to further 
increase voter confidence. The sources of concern over 
election integrity stem from two kinds of threats: historically 
founded voter fraud, mostly through impersonation (7), and a 
recent phenomenon of threat to cybersecurity (8). There were 
attempts to address the first problem through the introduction 
of voter ID laws that have become a highly contentious subject, 
opening the stage for some studies on their effectiveness, 
especially following a momentous challenge of these laws in 
Crawford v. Marion County Election Board case in 2008 (9). 
After the 2013 Supreme Court decision to strike down Justice 
Department oversight of state election procedures, thirty-four 
states responded by introducing varying degrees of voter 
identification requirements (7). Public discourse demonstrates 
that opinion on voter ID laws is very divided: either they are 
a valuable tool for preventing voter fraud and assuring public 
confidence or they are a tool for disenfranchising voters. The 
existing research therefore has focused on examining the 
relationships between the laws and election turnout as well 
as public support for them based on rates of access to IDs by 
social groups.  For example, a study conducted in Texas in 

Comparison of Perception of 2020 Election Security 
Threats Between Young and Old Voters

SUMMARY
Elections constitute the bedrock of a democratically 
governed society. Due to the long time it has historically 
taken to ensure equal social participation, the integrity 
of elections needs to be particularly protected to 
make every vote count. The democratic process itself 
has been subject to manipulation through widespread 
illegal practices in many municipal areas like New 
York or Chicago that have earned in the past a 
notoriety for ballot stuffing or stealing votes through 
impersonation. In the current American social climate 
of the 2020 presidential election, the same concerns 
come up to the forefront, compounded by threats 
of cybersecurity. Our research gauged types and 
extent of concernment among two age groups of 
voters: college students and senior citizens. We 
explored the correlations using the baseline survey 
and re-examined them after applying information 
frames through a paired comparison. We found that 
opinions about voter ID laws and cybersecurity have 
a strong association to age. Our original hypothesis 
was that seniors will unchangeably perceive voter 
identification as essential to election safety while 
young people will emphasize cybersecurity but 
will be open-minded. Contrary to that hypothesis, 
seniors expressed an equal concern over voter ID and 
cybersecurity and seemed to be more susceptible 
to the influence of new information. Comparably, 
college students overwhelmingly confirmed their 
preoccupation with cybersecurity, marginalizing 
voter ID, but unexpectedly did not show inclination to 
easily change their views. The age of voters plays a 
role in how they perceive the concerns and how they 
react to information about them.                          

INTRODUCTION
 According to the 2019 report from the Electoral Integrity 
Project (EIP) conducted by the Department of Government 
and International Relations, in the years 2012 to 2018, the 
United States scored 61 points on a 100-point scale of 
electoral integrity in the assessments of the cumulative 
study of 337 presidential and parliamentary elections in 
166 countries around the world (1). The scale measures 49 
core items in expert political surveys, discerning a moderate 
range (50-59), high (60-69), and very high (70+). Among 
global complex electoral concerns were inconsistent voter 
registration processes and vulnerability to cybersecurity 
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2011 found that 4.5% of their registered voters lacked proper 
identification (10). At the same time, the 2014 survey among 
New Mexico voters with a large Hispanic population who bear 
the brunt of the laws concluded that 51% of them do not see 
the laws as a barrier to voting and 70% accept them as a 
safeguard against fraud (11). 
 Along with the implementation of voter ID laws, 
American society has become increasingly dependent on 
technology such as electronic voting and automated voter 
registration systems. The breach of the electronic books in 
North Carolina, Florida, and Illinois by Russian government 
agents in 2016 (12) raised the possibility of votes being 
altered and thus compounded a threat to public confidence 
in the 2020 election results. In contrast to many known 
studies on the effects of voter ID laws, the existing literature 
on the subject of cybersecurity is scarce due to it being a 
relatively new domain. However, this seems to emphasize 
the inadequate communication of threats to public and state 
election officials. In a report prepared by the Cyber Law 
Program at the Hebrew University in Jerusalem, the findings 
point to secrecy in American cyber policies that tend to be 
limited to solely detecting and containing security breaches 
(13). Consequently, public knowledge of the attacks is 
limited to what is leaked to the press, which is enshrouded 
in sensationalism. For example, according to one account 
published in the Washington Post in June 2019, twenty-one 
states were targeted by the Russian agents in 2016 (12) while 
its July publication included the Senate panel’s report alleging 
all fifty states becoming the subject of interference (14).
 Most information about cybersecurity comes from 
government and corporate reports that assess states’ 
preparedness for the 2020 election in an effort to 
substantiate federal funding for security upgrades. The most 
comprehensive report concerning levels of vulnerability in all 
fifty states was prepared by the Center for American Progress 
in cooperation with the U.S. Election Assistance Commission 
and top election officials. Based on their assessment of a 
given state’s compliance with baseline security standards 
mandated by federal regulations, the authors found that five 
states are failing the expectations, twelve receive a “D” grade, 
and twenty-three states rate at a “C”, which poses high risks 
for cyberattacks (15). Moreover, similar reports analyzing 
the threats to the voting process that have been prepared by 
the Brennan Center for Justice (BCJ) focus predominantly 
on electronic vulnerabilities such as outdated machines 
susceptible to hacking, states’ use of electronic touch screen 
machines without a verifiable paper trail, or the scarcity of 
post-election paper audits (16). 
 These findings are crucial in leading to our research. In our 
study, we aimed to determine how many voters are aware of 
the vulnerability of electronic voting infrastructures to foreign 
interference compared with how many just express a basic 
concern about the identity of voters. The goal of our study 
was to examine which threat is more significant to the public, 
physical impersonation or compromised cybersecurity, and 

subsequently, if the perception concerning the type of threat 
tends to align with a respondent’s age. We posed a hypothesis 
that senior voters will focus on voter ID while students will 
latch onto cybersecurity. Besides gauging the correlation 
between voters' ages and the perceived security threat, we 
were also interested in the impact of information on shaping 
that perception. In a 2014 New Mexico survey (11), depending 
on how the questions were framed, the respondents valued 
ensuring access more than prevention of fraud, a finding that 
was later corroborated by a 2016 study that demonstrated that 
information campaigns and their framing have a significant 
influence on public perception of the laws. It concluded 
that when the manipulated words in questions emphasized 
a possible harm to African-Americans or the elderly, public 
support for the laws decreased from 79 to 61% (17). 
 The implication of this finding was significant in the 
formulation of our second hypothesis concerning “open-
mindedness”: We wanted to find out if increased public 
knowledge about types of threats leads to a changed 
perception of election security between young and old 
registered voters. In other words, extrapolating from our 
original hypothesis proposing that the older generation might 
be inclined to be concerned about ID laws while the younger 
generation growing up with a constant presence of technology 
might perceive existing vulnerabilities in cybersecurity, our 
research aimed to address if each generation is locked 
into a discernible way of thinking or open to acquiring new 
information and modifying the existing beliefs about them. 
Using a baseline survey to correlate age and a type of 
concern and then examining the impact of information frames 
through a paired comparison, our study confirmed that a 
strong positive association existed between age and concern 
about meeting proper identification standards at the polls and 
a strong negative association between age and cybersecurity 
concerns, even though seniors expressed an equally strong 
worry about electronic voting. We could not obtain validation 
for an influence of information on both age groups. We could 
only infer that the small margin of 10% out of 102 seniors 
seemed to be impacted by information framing.

RESULTS
Base Survey
 Paper surveys were distributed to senior respondents 
(over the age of 70) and college students (ages 18 to 22) 
to determine generational differences in types of election 
security concerns and preferences. The questionnaire 
consisted of six questions. The first three questions collected 
demographic information such as voter registration status, 
gender, and political affiliation. The remaining three questions 
asked respectively how concerned a respondent was about 
voters meeting identification standards at the poll (People who 
vote are the people who they say they are), how concerned 
a respondent was about security of electronic machines 
when casting a vote (A vote will not be altered), and which is 
a greater threat to the 2020 election between identity fraud 
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(bloated registration lists or impersonation) and cyberattacks 
on the electronic systems. The former two questions included 
three options in responses: high, some, and low concern. 
The senior respondents included 71 females and 31 males. 
Among college students who participated in the study, 53 
were females and 45 were males. Two students chose not 
to disclose their preference for gender. Data sets revealed a 
strong positive association between age and perception of 
high concern for the voter ID standards. In a chi-squared test, 
the relation between the variables of age and high and low 
concern for voter ID was significant, X2(1, N=109)= 16.8819, 
p = 0.00004. Significant at p < 0.05. One in five young people 
(20%) expressed high concern while that number rose to 50% 
among older subjects. Likewise, a strong negative association 
was found between “low concern” for voter ID and age. Only 
12% of older respondents thought that voter ID concern was 
insignificant whereas over double that number (27%) of young 
people dismissed the problem (Figures 1 & 2). There was 
no association found between the “some concern” answer 
for voter ID and age because a smaller difference existed 
between both age groups. Half of the young respondents 
(53%) expressed “some concern” compared with 40% of the 
seniors in the same category (Figures 1 & 2). The chi-squared 
relationship between age and “some” levels of concern was 
not significant, X2(1, N= 132)= 1.7246, p = 0.189097. Not 
significant at p < 0.05. Of those seniors who thought that voter 

ID was of “high concern”, 43% were Democrats and 53% 
were Republicans. In parallel, only 16% of young Democrats 
and twice as many Republicans (37%) viewed voter ID as a 
“high concern” (Figure 3). 
 Data sets with respect to “high concern” for cybersecurity 
pointed to a strong positive association between the responses 
and age: 29% of young respondents expressed high concern 
and the number rose to 50% in the older population (Figures 1 
& 2).  In a chi-squared test, the relation between the variables 
of age and concern for cybersecurity was significant, X2(1, 
N=124) = 7.5136, p = 0.006124. Significant at p < 0.05. Our 
research revealed that older people expressed equally high 
concern for both voter ID and cybersecurity. There was a 
strong negative association between age and “low concern” 
for cybersecurity, with a decrease from 28% in young people 
to 17% in the older population (Figures 1 & 2). No association 
was found between age and “some concern” for cybersecurity: 
43% of young students gave a neutral answer and this 
number decreased to 35% among seniors. The chi-squared 
relationship between age and “some” levels of concern was 
not significant, X2(1, N= 132) = 0.5885, p = 0.443006. Not 
significant at p < 0.05. When comparing the values for the 
“some concern” category across voter ID and cybersecurity 
among old people, the difference of 5% was minimal (40% of 
“some concern” for voter ID and 35% of “some concern” for 
cybersecurity), indicating that about the same percentage did 
not care about both (Figure 1). When comparing “low concern” 
for voter ID and cybersecurity in young people, the numbers 
were almost equal: 27% for ID and 28% for cybersecurity 
(Figure 2). Similarly, the low percentage for “low concern” 
among old people was closely dispersed between 12% for 
voter ID and 17% for cybersecurity.
 Young people typically did not express high concerns 
about cybersecurity: only three in ten (29%). The highest 
number (43%) was for those expressing “some concern” or 
the neutral position about cybersecurity. The same trend 
could be observed in the college students’ responses of 
“high” and “low concern” for voter ID, with 20% and 27% 
respectively, and the middle answer (“some concern”) taking 
up the highest percentage of 53% (Figure 2). This is, however, 
different for the old-age group which clearly displayed a 
disproportion between the “high concern” answer of 50% for 
voter ID and its “low concern” of 12%. Likewise, five in ten 

Figure 2: Comparison of Results for Election Concern Types in the 
Base Survey Among College Students. Only about half as many 
students (N = 100) as seniors (N = 102) had high concerns, overall 
keeping low levels of concerns over both threats.

Figure 1: Comparison of Results for Election Concern Types in the 
Base Survey Among Senior Voters. Seniors (N = 102) expressed 
equally high concern over voter ID and cybersecurity.

FIgure 3: Comparison of Perception of Election Threats Among 
College Students Given Political Affiliations. 77.1% of college 
students who either expressed the preference for cybersecurity as 
a bigger threat or were highly concerned about it were Democrats.
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older respondents chose ”high concern” for cybersecurity 
and only 17% selected “low concern” (Figure 1). In theory, 
higher concern about voter ID fraud should correlate with 
a perception that voter ID fraud is a greater threat than 
cybersecurity (as measured in the base survey); however, 
no such association was found. The chi-squared relation 
between these survey answers was not significant, X2(1, N= 
146) = 1.5018, p = 0.220394. Not significant at p < 0.05. Older 
people were quite consistent, only slightly leaning towards 
cybersecurity (48%) and retaining their support for voter ID 
at 46% (Figure 4). In contrast, the majority of young people 
(71%) were leaning towards cybersecurity as opposed to 29% 
choosing earlier voter ID as a high concern (Figure 5). The 
correlation between age and choice for cybersecurity was 
significant, X2(1, N= 199) = 9.6018, p = 0.001934. Significant 
at p < 0.05.

Paired Comparison Survey
 The second phase of paper surveys was distributed to 
the same groups of respondents. It was meant to measure 
the impact of information framing on their perceptions 
of the same two election threats, voter identification and 
cybersecurity. Each respondent was asked to read a side-by-
side short comparison of the alarming incidents, procedures, 
or regulations that had recently opened the ID laws and 
electronic voting to abuse. Then, the subjects were asked 
to rate on a scale of one to nine which of the two security 
vulnerabilities they would prefer to be addressed in the 2020 

election. Three in ten seniors (30%) recorded strong (9 on 
the scale) concern for cybersecurity while 31% reported 
equal (5) concern for cybersecurity and voter ID standards 
(Figure 6). There were nine senior responses (1 on the scale) 
of strong concern about voter ID standards. Twenty-seven 
percent of young people chose a value of 5, indicating equal 
concern for both issues, while 7% still perceived voter ID as 
the strong concern (1), for a total of 34%—still a 5% increase 
from the original 29% (Figure 7). Young people’s concern for 
cyberattacks seemed to be now more dispersed on the scale, 
with 12% perceiving it as strong (9), 6% choosing a value of 
8, 23% opting for 7 on the scale, and 13% for a value of 6. We 
performed two-tailed tests for the differences in the ratings 
between seniors and students: one for voter ID and one for 
cybersecurity. Ho: Mean (u) = 0 (No difference) Ha: Mean (u) 
does not equal 0 (Two-tailed). For voter ID, there was no 
statistically significant evidence to support the claim that the 
seniors’ answers were different from students’, t = 1.1209, p = 
0.3251. The same was true about the test for cybersecurity: t 
= -0.1589, p = 0.8839 at p < 0.05.

DISCUSSION
 The aim of our research was to determine if there was 
an association between older age and concern about voter 
ID fraud as well as between younger age and cybersecurity. 
Additionally, we wanted to find out if there was a significant 
difference between both age groups and their reaction to new 
information about these threats.

Figure 5: Comparison of Type of Election Security Preference in the 
Base Survey Among College Students. 71% of young voters chose 
cybersecurity as their primary election concern.

Figure 4: Comparison of Type of Election Security Preference in the 
Base Survey Among Senior Voters (N = 102). Almost 50% of the 
seniors kept their preference for the importance of cybersecurity.

Figure 7: Results of Preference for Security Vulnerability Among 
Students (N = 100) in a Paired Comparison Survey. The distribution 
of concerns was more evenly dispersed, with less than 20% of 
students expressing strong feelings.

Figure 6: Results of Preference for Security Vulnerability Among 
Seniors (N = 102) in a Paired Comparison Survey. Given side-by-
side information, almost 40% of seniors strongly felt that the election 
securities should be addressed.
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Phase One
 Data sets on the base survey showed an overall lower 
rate of “high concern” for voter ID and cybersecurity in young 
people when compared with seniors. The older generation 
came out equally troubled by both concerns. Senior citizens 
tended to be more concerned and worrisome in general. 
Since Krosnick (18) suggests that the “some concern” answer” 
reflects neutrality, the drop in percentage with age for that 
type of answer might indicate more crystallized fears and 
worries about the electoral process among older people. The 
findings for the young group were consistent with our original 
hypothesis: the young generation predominantly expressed 
concern about cybersecurity even though the “high concern” 
answer gauging the level of worry about security of electronic 
machines when casting a vote did not exactly match their 
preference of “cyberattacks on the electronic systems” when 
asked to choose a greater threat. However, the discrepancies 
between overall concerns and preferences are not entirely 
surprising. According to a study conducted by Ansolabehere 
et al., what the public professes is not a reliable source of 
determination about the actual public concern. For example, 
in his study of the election turnout contingent upon beliefs 
about the frequency of voter fraud, he found that there was no 
significant difference in the number of validated votes in the 
2006 general election between those who believed that fraud 
is a “very common” occurrence and those who reported fraud 
to be “infrequent” (4). 
 The lower numbers of Democrats in both age groups who 
expressed “high concern” about voter ID fraud were consistent 
with the partisan difference concerning the support for voter 
ID laws found in earlier studies which concluded that citizens 
support or oppose the ID laws based on their party loyalty, 
with Republicans increasing their support for the laws if there 
is even a “minuscule amount of in-person voter fraud” (19). We 
found that 16% of Republicans and 24% of Democrats chose 
the “high concern” option in response to the question about 
cybersecurity (Figure 3). We also noticed a similar frequency 
of partisan concern about cybersecurity among old voters: 
56% of Democrats and only 32% of Republicans saw it as a 
“high concern”. While a political party was not a focus of our 
research, we decided to collect the data on party affiliation to 
observe if Democrats, regardless of age, are more concerned 
about cybersecurity than Republicans in our results.

Phase Two
 Another finding was that the information framing had no 
effect on either of the age groups. The choice of scaled paired 
comparison as an optimal design came from our intention to 
make response options exhaustive and yet mutually exclusive. 
Therefore, we chose a dichotomy to allow for the reporting of 
extreme attitudes and still be able to select a midpoint with 
a neutral attitude. Its simplicity and ease of administration 
in a short period of time were also our considerations. 
After reading information about voter identification and 
cybersecurity, the group of seniors seemed to be more 

impacted by them than the young respondents. While 30% 
of concern for cybersecurity seems lower than the original 
50%, a closer analysis might reveal a different conclusion. 
To clarify, even though the original design of the nine-point 
scale suggested the midpoint to be neutral, by observing the 
reactions of the participants and inferring from their clarifying 
questions, it is more plausible to consider a score of 5 (Equal) 
on the scale as the indicator of equally strong concern for both 
types of threats. Therefore, when combined, both responses 
for cyber concern were at 61% while merging strong concern 
for voter ID (9 responses that chose 1) with 31 responses 
with the middle value of 5 yielded 41% of high concern for 
voter ID among seniors. Overall, the information shifted the 
perception by about 10% on both sides, lowering the concern 
for voter ID by about 10% and increasing the concern for 
cybersecurity by 10%. When using a single sample t-test, 
this conclusion is significant for the population mean (u)=50, 
t(102) = -4.3203, at p < 0.05. Now, looking at the raw data of 
high concern responses about voter ID and cybersecurity, 9 
and 30 respectively, there was no significant effect for age 
when performing two-tailed tests for the differences in the 
ratings. 
  When it comes to college students, information framing 
seemed to have an even  less discernible impact. The 
information did not change their opinion about voter ID. 
Considering that originally 71% of young people chose the 
preference for cybersecurity, that 39% chose the strong 
preference in this phase (27% of responses consisted of 
5 and 12% of 9) constituted a big drop. This might indicate 
that they were considering the received information and it 
decreased the strength of their perception, but a different 
explanation is also plausible. Since the frames did not shift 
their preference towards voter ID, it is also possible that the 
information had little impact in view of the fact that in the first 
survey, the participants only had a choice between voter ID 
and cybersecurity while the scale allowed for different degrees 
of concern, thus better reflecting subtleties in perception in 
the first place. Overall, the findings did not seem to support 
our second hypothesis that young people’s perceptions have 
higher susceptibility to the impact of information. There are a 
few explanations for such results. Firstly, a major confounder 
that has become more prevalent recently are misinformation 
campaigns and the rise of “alternative facts” or “fake news.” 
Even though we cited information from credible sources, it 
was difficult to earn enough trust from the respondents for 
them to be willing to accept new information. Secondly, 
the Stanford study from 2016 already established that the 
passage of strict voter ID laws made a marginal difference 
in the voters’ knowledge about their existence (5). When 
asked about their states’ legal voting requirements, 68% of 
the American public in nineteen states that lacked them in 
2015 nevertheless reported either absence of knowledge or a 
misguided belief about the required documentation (5). This 
seemed to be particularly true for the younger generation.
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Limitations and Implications
 The small sample of respondents posed the largest 
limitation. Additionally, in order to measure an actual significant 
change in the views of both age groups, a repeated longitudinal 
study is needed.  Due to the convenience of administering the 
surveys at nursing homes that aggregate senior citizens, the 
respondents’ age tended to be on average over 70 years. To 
increase reliability of the results, future surveys could use a 
more diverse and larger sample, ideally with some smaller 
gradation of age (a decade or two). To enhance the research 
and even potentially point it to a new direction of psychological 
study, additional questions could be added to the surveys. 
In her book Political Persuasion and Attitude Change, Diana 
Mutz, Professor at Stanford University, argues that “there is 
tremendous variability from one election to another, from one 
kind of issue to another, and from one social environment to 
another” (20). Thus, repeating the study for another election, 
identifying the influence of mass media, preferences for 
political elites, or even personality traits of the participants 
can play a role in determining the impact of information. 
 Still another limitation of the study was the unforeseen 
gender imbalance. Three times more females than males 
participated in the senior sample. Moreover, 79 college 
students who participated in the study were enrolled in a 
Political Science class, which could potentially create a 
bias since they already had some knowledge about the 
topic. Despite inherent limitations, polls and surveys seem 
to dominate our news and inform politicians about the 
public perceptions that later drive local and state decisions. 
For example, voter ID laws were first justified in 2000 by 
Republican-led majority elections in Georgia and Indiana 
by the widespread public concern about voter fraud (21). 
Moreover, states often cite public interest as sufficient to 
implement such laws (22). Similarly, with the widespread 
concern about cybersecurity among voters of all ages, a 
public-private partnership to administer elections or even 
ceding their control to an impartial judiciary rather than 
politicians (23) may merit more attention in the future. 

MATERIALS AND METHODS
 The study design was conducted in two contiguous 
phases that received IRB approval from my school. In order 
to establish an association between age and perceived 
election security threat, quantitative data was first collected 
from a survey administered to two groups, one consisting 
of 102 senior citizens and the other of 100 college students. 
The first selected sample included a heterogenous group of 
79 students at a community college who were enrolled in 
five sections of Political Science 101 meeting face-to-face. 
A further sample was drawn from 21 randomly selected 
students on the same college campus. The survey was 
distributed during an in-person class and administered by the 
faculty with the permission of their Director for Institutional 
Research. Participation was voluntary and the students were 
invited to partake in a study about the upcoming election. The 

completed surveys were anonymously placed in an envelope. 
The other sample of senior respondents was collected at 
three retirement homes in the north-west suburbs of Chicago 
with the help of the activities coordinators who advertised 
the event in the local bulletin and permitted us to set up the 
tables on site during specific times in late December 2019 
and January 2020. The reason for choosing three different 
settings was related to the availability of the respondents 
as participation was anonymous and voluntary. The three 
venues included a wide representation of socio-economic 
status of the respondents, from affluent residents living on 
site to non-residents who come for social interaction and 
community outreach programs. 

Base Survey 
 The first survey measured perceptions of three issues 
related to potential 2020 election security threats: voter 
ID fraud, cybersecurity breaches, and which of these two 
should be addressed. The demographic variables that were 
collected included gender and political affiliation. The survey 
design used the scale of bipolar construct described by 
Krosnick (18) that consists of two opposing alternatives (slight 
and substantial) and a midpoint (moderate) with regard to 
concerns framed as two questions: “How concerned are you 
about voters meeting identification standards at the polls?” 
and “How concerned are you about the security of electronic 
machines when casting a vote?” Krosnick recommends 
using a bipolar construct for measurement of public attitudes 
arguing that a choice of a neutral midpoint tends to represent 
the status quo, the respondent’s agreement with the existing 
state of affairs, thus yielding a collection of additional useful 
data. To improve data quality, the survey included verbal 
labeling of answer choices. The third question on the survey 
directly asked for the respondent’s perception of a greater 
threat phrased as a choice between inaccurate identification 
or cyberattacks (Figures 4 & 5). Establishing this correlation 
was meant to test the proposed hypothesis that older voters 
might be more concerned about ID laws while younger 
respondents who are more accustomed to technology tend to 
be preoccupied with cybersecurity. The associations between 
age of the two groups (seniors and students) and levels of 
cybersecurity concerns as well as levels of voter identification 
concerns were assessed using a chi-squared test.

Paired Comparison Survey 
 The second questionnaire in the design approach 
involved the quasi-experimental study aimed to examine 
the effectiveness of information in changing the perception 
of election security threat. It involved the same two samples 
of young and old voters. The second questionnaire used a 
design which was based on a paired comparison of two types 
of threats, voter ID and cybersecurity, modeled on the original 
experiment conducted by Magat who assessed values 
attached by consumers to risks associated with commercial 
chemical products (24). In our design, two informational 
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frames that pointed to current risks and vulnerabilities 
involved in the potential breach of the integrity of the 2020 
election were posted side-by-side. Particular attention 
was given to a balanced length and wording between both 
concerns and strong wording such as “fraud” or “breach” 
was used. The following question was posed at the bottom 
of the survey, “Which security vulnerability would you 
prefer to be addressed in the 2020 election?” Respondents 
rated their preference on a nine-point scale where 1 is for 
“strongly concerned for voter ID”, 9 is “strongly concerned for 
cybersecurity”, and 5 represented indifference between them 
in order to test if the provided information had an influence on 
their perception of threats. A multi-point rating scale allows for 
a more precise detection of subtle differences in perception 
and attitudes (18). The scale of a paired comparison has 
been originally pioneered by  Thurstone who argued that by 
removing verbal description in judgement, the subject can 
discriminate between given values with a reliability equal to 
discriminating between physical objects (25). Applying this 
design was meant to help investigate a concurrent hypothesis 
that older voters might be less susceptible to the influence 
of information and more set in their ways of thinking. The 
results of the second survey were then compared with the 
correlational data obtained through the first survey for both 
groups. Hypotheses about the impact were then statistically 
assessed through a two-tailed t-test for the differences in 
the ratings for voter ID and cybersecurity between seniors 
and students, using TI-84 Plus graphing calculator. The null 
hypothesis was that the Mean Difference = 0.
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45° is classified as hydrophobic, and the surface with contact 
angle of  > 150° and sliding angle of  < 10° is classified as 
superhydrophobic (13). 

In nature, lotus leaves have superhydrophobic properties 
where their contact angles are greater than 150° and sliding 
angles are less than 5° (13). Since sliding and contact angles 
do not depend on each other, measuring both is needed to 
successfully determine the hydrophobicity of a surface.

Superhydrophobicity of a lotus leaf has been attributed to 
its microbumps on the surface of the leaf and the nanofibers 
coating the microbumps with dimensions of 10–15 μm 
apart, 5–10 μm in height, and 5 μm in diameter (17). These 
components enable the lotus leaf to achieve a Cassie-Baxter 
State rather than a Wenzel State (Figure 2). In the Cassie-
Baxter State, the water droplet sits only on the tips of the 
bumps, creating a layer of air between the surface and the 
water droplet (13, 18). In the Wenzel State, the water droplet 
seeps through the crevices of the surface, wetting the whole 
surface area (16, 18). 

The Cassie-Baxter state is achieved in lotus leaves not 
only by the size and space of the microbumps, but also by 
its nanofibers- the outermost fibers that create low surface 
energy. Surface energy is the amount of energy that attracts 
a liquid to its solid surface (Figure 3). If the attraction from 

The Development of a Superhydrophobic Surface Using 
Electrolytic Deposition & Polymer Chains Precipitation

SUMMARY
The useful life of infrastructure metals is limited 
by prolonged exposure to water and deposition of 
insoluble minerals. Advances in surface treatment 
suggest that both problems can be alleviated through 
the formation of surfaces that are hydrophobic and 
therefore self-cleaning. In nature, the surface of a 
lotus leaf displays superhydrophobicity, containing 
microbumps on the surface with non-polar nanofibers 
on the bumps. Here, we describe a process that 
mimics this topography. The process includes brief 
electrodeposition of zinc from aqueous Zn(NO3)2 
followed by drying and spray-coating of a xylene 
silicone solution. Our results indicate that zinc 
coated steel has a contact angle of 130° and a sliding 
angle of 16°, displaying it has high hydrophobicity 
and self-cleaning properties. Copper yielded similar 
results, indicating that this method can be applied to 
other metals. These results suggest that a Cassie-
Baxter state, the ideal droplet to surface interaction, 
was formed on these metal surfaces. However, 
further development should be done regarding the 
precipitation of nanofibers to maintain the created 
topography. Such hydrophobic surfaces would 
improve the longevity of metal infrastructure since 
its anti-rusting characteristics limits the surface’s 
exposure to water.
INTRODUCTION

In this era, there are many complications regarding infra-
structure. This includes the maintenance of pipes and scaf-
folding. Within 20 years of construction, mineral deposits col-
lect in a pipe system, preventing water flow through the pipes 
efficiently (1) and result in frequent cleansing or replacements 
of pipes. Another problem is the maintenance of scaffolding. 
During construction projects, scaffolding is exposed to water 
which leads to corrosion. However, a durable, self-cleaning 
surface can reduce the deposits in pipes (2) and corrosion of 
scaffolding (3).  

Hydrophobicity is defined as the surface’s chemical and 
physical ability to repel water. There are two measurements 
that quantify the surface’s hydrophobicity: contact angle and 
sliding angle of water droplets (13). The contact angle is the 
angle between the tangent line of the water droplet to the sur-
face (Figure 1A). The sliding angle is the angle of the surface 
in which the water droplet begins to roll off (Figure 1B) (13, 
14). The higher the contact angle and the lower the sliding 
angle, the more hydrophobic the surface is. For example, the 
surface with contact angle of  > 90° and sliding angle of  < 
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Figure 1: Illustration of water droplets (blue circle) on a surface (grey 
rectangle). The top orange angle represents the contact angle (the 
angle between the tangent line of the water droplet to the surface) 
and the bottom orange angle represents the sliding angle (the angle 
of the surface in which the water droplet begins to roll off). The higher 
the contact angle and lower the sliding angle, the more hydrophobic 
the surface is.

Article
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the surface to the water droplet is less than the inward force 
of surface tension to the water, the water droplet will tend to 
keep a spherical shape, creating a high contact angle. When 
a surface has lower surface energy, the surface is considered 
more hydrophobic. This is summarized in Young’s Equation, 
which shows the relationship between surface energy, 
surface tension of the water, and the water’s contact angle 
(Figure 4) (13, 15, 16).

We hypothesized that hydrophobicity can be imparted 
on industrial metal surfaces including zinc and copper by 
electrodeposition (Figure 5) and can be further enhanced 
through the precipitation of hydrophobic polymer chains 
(Figures 6 & 7). Due to zinc and copper’s various uses in the 
industrial market, we examined the different electrodeposition 
conditions of zinc on zinc and copper on copper sheets with 
and without a silicone coating and evaluated the resulting 
metals through their contact angle and sliding angles at 
room temperature. From our results, electrodeposition alone 
achieved a contact angle of 129° and a sliding angle of 23°. 

The sliding angle was further enhanced by the silicone coating 
which reached 15°. Since the hydrophobicity of zinc and 
copper was improved by this treatment, we concluded that 
this method could be applied in industry such as developing 
anti-corroding bridges, pipes, and scaffolding. 

Figure 2: Diagram comparing water droplets in the Cassie-Baxter 
state and Wenzel state respectively. In the Cassie Baxter state, the 
water droplet sits on top of the microbumps, making the surface 
more hydrophobic than the Wenzel state where the water droplet 
encompases the whole surface area. 

Figure 3: Illustration of intermolecular forces of a water droplet to 
its surface. Water molecules (dark blue circles) are held together 
through hydrogen bonding, creating surface tension. When surface 
tension is much greater than surface free energy, the water molecule 
displays a round shape that makes the surface hydrophobic. Surface 
free energy provides a quantitative measure to the intermolecular 
strength. 

Figure 4: Young's Equation explains the attraction between the 
water droplets to its surface and surroundings. Young’s Equation can 
be used to derive the contact angle of the droplet. .

Figure 5: Illustration of electroplated microparticles (zinc or copper) 
on a metal surface (zinc or copper). For zinc surfaces, Zn(NO3)2(aq) 
was used to develop the zinc microbumps on the zinc surface. 
Likewise, CuSO4(aq) was used to develop the microbumps on 
copper surfaces. Each surface was plated for a given time period 
between 5 and 60 seconds. This illustration depicts the before and 
after of a zinc plated surface under a microscope to present the 
created microbumps.  

Figure 6: Illustration of the atomic structure of silicone. In this 
experiment, silicone was used to mimic the nanofiber hairs of the 
lotus leaf. In this structure, the repeating R groups of silicone makes 
it an ideal polymer chain for hydrophobic surfaces. 

Figure 7: Illustration of a before and after image of silicone sprayed 
on a microbump surface. A thin layer of silicone is ideal for this surface 
as too much silicone will heavily cover the created microbumps.
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RESULTS
 In this experiment, we cleaned flat metal sheets (zinc and 
copper), which then underwent an electrodeposition treat-
ment. After drying, the surface was sprayed with a silicone 
layer to enhance its hydrophobicity. Contact angle and slid-
ing angle were recorded in five second intervals. The size 
of the metal sheet, amount of silicone sprayed on the sheet, 
and the concentrations of the aqueous solutions (CuSO4 and 
Zn(NO3)2) used for the electrodeposition process were kept 
constant. 

Contact angles 
Here, zinc contact angles were collected and examined 

to determine the effectiveness of electroplating methods in 
surface hydrophobicity. Over time, the contact angle generally 
increased until it peaked at 45 s. After, the contact angles 
began to decrease. 

After creating microbumps with electrodeposition, a 
layer of silicone was sprayed to mimic the long chains of 
hydrocarbons on a lotus leaf. From the data, the contact 
angles with silicone generally stayed within the same range 
of values. 

In order to examine the extent of the electrodeposition 
method, we also applied this method to copper. The contact 
angle increased until 15 s then showed slight decrease after 
its optimal time. 

The contact angle of zinc with electroplating treatment 

only peaked at 45 s (Figure 8, Tables 1 & 2). Both plating with 
and without silicone generally followed a similar trend, where 
plating with silicone slightly enhanced the contact angle. 
As a result, electroplating microbumps greatly enhanced 
the hydrophobicity of the metal surface compared to the 
surface with only the silicone layer and control. However, 
the hydrophobicity before 45 s was not enhanced by the 
silicone possibly because the hydrophobicity from silicone 
was negligible compared to the hydrophobicity from the 
microbumps. 

The general trend of zinc (increase in the beginning and 
decrease after peak) was also present in copper (Figure 9, 
Table 3). Therefore, electroplating methods can be applied to 
different metals. However, since the peak of copper is at 15 
s instead of 45 s, different metals can have different optimal 
plating times. Copper most likely had an earlier peak because 
it is a more noble metal. 

Sliding angles
The sliding angles of water droplets also were collected 

and examined to study the surface’s hydrophobicity in 
terms of sliding angle. When zinc was treated with only 
electrodeposition, the sliding angles showed rapid decrease 
in the beginning and plateaued after 25 s.

When the electrodeposited surfaces were coated with a 
silicone layer, there was a significant decrease in sliding angle 
compared to the non-silicone coated surface. Additionally, 
there was a general decrease in sliding angle over the 
electroplating time. 

Table 1: Zinc Contact Angle over Plating Time without Silicone Layer. Table 2: Zince Contact Angle over Plating Time after Spraying 
Silicone Layer.

Figure 8: Zinc Contact Angle vs. Time of plating. A zinc surface was 
electroplated for different lengths of time (5–60 s) and the resulting 
contact angle was measured for each time point, with and without 
a silicone layer. Measurements were taken for four conditions: no 
treatment control (blue dashed line), silicone control (orange dashed 
line), electroplated only (blue), and electroplated with a silicone layer 
(orange) (n = 5 for each condition). Error bars represent one standard 
deviation.

Figure 9: Copper Contact Angles without Silicone. A copper 
surface was electroplated for a different range of time (5-60 s), and 
the contact angle  measurements were taken in a 5 s interval. The 
control (contact angle of the non-treated copper surface) is also 
shown in dotted line (n=5 for both control and treated surface). The 
error bars represent one standard deviation. 
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As plating time increased, the sliding angle without a 
silicone layer decreased, supporting the hypothesis that the 
electroplating method enhances hydrophobicity (Figure 10, 
Table 4 & 5). The addition of silicone also enhanced the 
hydrophobicity and slipperiness of the zinc surface due to the 
polar repulsion of the silicone. After 25 s of the plated surface 
without silicone, the surface reached its optimal sliding angle. 

DISCUSSION
The data supported the hypothesis that when microbumps 

are electrodeposited on a metal surface, the surface will 
develop hydrophobic properties which can be further 
enhanced by chemical surface treatment. Electrodeposition 
alone could achieve a contact angle of 129° and a sliding 
angle of 23°. The sliding angle was further enhanced by the 
silicone coating to reach 15°. 

The electroplating treatment enhances a surface’s 
hydrophobicity comparing the contact angles of the treated 
surface and that of the control (Figure 8). When comparing 
the values between 5 and 50 s, we concluded that there 
were no significant changes between each individual 5 s 
interval. At 55 and 60 s, the contact angles were significantly 
lower than the preceding contact angles. As a result, 
electroplating time should be shorter than 55 s to produce 
better hydrophobicity. Additionally, there is no significant 
enhancement in hydrophobicity with an addition of a silicone 
layer. The aid of a silicone layer did not enhance the contact 
angle since electrodeposition itself had already produced the 
desired hydrophobicity. 

In order to test the electroplating method on different metals, 
electroplating treatment was performed on copper (Figure 9). 
Comparing the control to the plated surfaces, we concluded 
that plating also enhances a surface’s hydrophobicity on 
copper surfaces. However, the contact angles between each 

interval was not significant. Yet, when comparing the change 
in hydrophobicity between a larger interval (ex. comparing 
the contact angles at 5 and 60 s), we concluded that there 
may be a significant change since the range of values do not 
overlap. Due to the significant difference between these two 
endpoints, the data shows that shorter electroplating time (5 
s) results in better hydrophobicity than a longer electroplating 
time (60 s). 

It was concluded that the plated surface with a silicone 
layer significantly enhances the surface’s hydrophobicity 
compared to the plated surface without a silicone layer 
(Figure 10). Looking at the ‘plating only’ data (blue), there 
was a significant decrease from 5 s to 25 s with no value 
overlap, showing that hydrophobicity increased significantly 
during this time period. However, after 25 s, there were no 
significant changes between each 5 s interval since the values 
from points 25 to 60 s overlap each other. When comparing 
the two controls’ sliding angles to the two treated surfaces’ 
(with and without silicone) sliding angles, the controls’ sliding 
angle proved to be lower. Additionally, when comparing the 
‘no treatment’ control to the ‘only silicone layer’ control, 
the ‘no treatment’ control was also lower. As a result, the 
electroplated metals with and without a silicone layer and 
the ‘only silicone layer’ controlled surfaces did not contribute 
to the hydrophobicity of the metal surface in terms of sliding 
angle. Even though the data showed that hydrophobicity was 

Table 4: Sliding Angle of Zinc Surface without Silicone Layer over 
Plating Time.

Table 3: The Contact Angle over Electroplating Time of Copper 
Surface without Silicone Layer.

Table 5: Sliding Angle over Electroplating Time of Zinc Plated 
Surfaace with Addition of Silicone Layer.

Figure 10:  Zinc Sliding Angle vs. Time of Plating. Two groups of zinc 
surface were electroplated for different lengths of time (5-60 s), and 
one group of the electroplated sample was coated with a silicone 
layer after the electrodeposition while another was only electroplated. 
Measurements were taken for both groups: electroplated with a 
silicon layer (orange) and electroplated only (blue). The control for 
both groups is also shown: no treatment control (blue dashed line) 
and only silicon layer without electrodeposition (orange dashed line) 
(n = 5 for all four data). Error bars draw the range of one standard 
deviation.



FEBRUARY 2021  |  VOL 4  |  17Journal of Emerging Investigators  •  www.emerginginvestigators.org 13 JAN 2021 |  VOL 4  |  5Journal of Emerging Investigators  •  www.emerginginvestigators.org

not improved, we observed that with a silicone coating, there 
was no water residue left on the surface whereas surfaces 
without silicone, water residue was present. 

For future experimentation regarding electrodeposition, 
optimal electrodeposition conditions (electrode geometry, 
current density, electrolyte composite, and temperature) 
that create uniform hydrophobicity across the metal surface 
should be collected along with applying microscopy to reveal 
geometry and dimensions of surface features. For copper 
metal surfaces, a larger range of electroplating time is 
needed to determine the optimal plating time. For experiments 
regarding the silicone coating, different dilutions, solvents, 
and siloxanes should be experimented with to obtain an 
optimal polymer coating. Additionally, different industrial 
metals such as aluminum and steel should be tested so that 
a program could be developed to predict the optimal plating 
time for different industrial metals.

Generally, the hydrophobicity increased in terms of 
contact angle, but the hydrophobicity did not improve in terms 
of sliding angle. Therefore, depending on the application of 
the hydrophobic surface, certain methods (electrodeposition, 
silicone layer, or both) to obtain a hydrophobic surface should 
be considered. 

METHODS
A metal sheet (copper and zinc) was cut into 7.5 cm x 3 cm 

portions for manageability. All the metal portions were cleaned 
with acetone and dishwashing soap before experimentation 
in order to remove contaminants. Using two of the same types 
of metal strips at a time, one strip was used as an anode 
while the other strip was used as the cathode. The anode 
strip was labeled and was attached to the positive end of 
the battery with an alligator clip. Likewise, the cathode zinc 
strip was attached to the negative end of the battery using 
another alligator clip. Once attached to the battery, both metal 
portions were placed in an aqueous solution containing the 
metal compound for a given amount of time (Figure 5). The 
aqueous solution used for copper was  with a concentration of 
84 mM, and the aqueous solution for zinc was Zn(NO3)2 with 
a concentration of 106 mM. The rest of the materials and the 
times were kept constant.

After plating, the cathode strip, where microbumps have 
been plated by reduction, was placed in the oven (135°C) for 
about 15 minutes until dry. Then, it was air-dried overnight 
to remove any remaining liquid. Since electrodeposition 
is a rapid reaction, the surfaces underwent treatment in 5 
s intervals to examine the surface changes in detail. This 
process was repeated from 5 to 60 s for each metal surface. 

In addition to modifying the physical structure of the 
hydrophobic surface, chemical treatment was also done. 
Inspired from the nanofibers found on the surface of lotus 
plants, a polymer chain was deposited on the bumpy surface 
to decrease the sliding angle. Since silicone can bind with 
repeating R-groups to form long chains (Figure 6), it was used 
as the polymer for this experiment. Liquid silicone (product 
from GE Sealants & Adhesives) was dissolved into xylene in 
a 1:3 g ratio to reduce the silicone’s viscosity. This was then 
sprayed onto the plated surface (Figure 7). As the xylene 
evaporated, the silicone was left behind as a precipitate, 
forming a layer of silicone chains.

The contact angles for all samples were measured using 
the ImageJ image analysis program (19). The water droplet 

was photographed at eye level to get an accurate contact 
angle. The average and standard deviation was calculated 
to determine an accurate representation of the data. In 
order to compare the effectiveness of these methods, the 
contact angle and sliding angle of zinc and copper without 
any treatment were measured. Additionally, the contact and 
sliding angles of zinc surfaces with only a silicone coating 
were measured. These controls were used as the standard 
of comparison between the effectiveness of the developed 
electroplating method and the existing method of spraying 
hydrophobic chemicals to the surface to create water-
repellent surfaces. 
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environment and reducing contamination in the atmosphere. 
        Electricity is a part of nature and one of the most widely 
used forms of energy. Conductors are materials or elements 
in which electrons flow easily between atoms (e.g. copper, 
silver, aluminum). It is this flow of electrons that constitutes an 
electric current (measured in Amperes), and any opposition to 
this flow is called the resistance (measured in Ohms). Thus, 
an electric circuit is a system of conductors and components 
forming a complete path for current to travel. In a battery, for 
example, the electrons flow out of the negative side (anode) 
of the battery, through the circuit, and back to the positive side 
(cathode) of the battery. The force or pressure that causes the 
current to flow in a circuit is called the voltage (measured in 
Volts). In summary, all one needs to generate electricity is a 
source of electrons and a voltage that causes the electrons to 
move through a circuit (3). 
  In the world today, we produce electricity mostly by 
using primary energy sources, such as coal and natural 
gas, which are non-renewable and pollute the environment. 
Solar, wind, and water are examples of clean energy sources 
that are already in use, while there are others sources that 
are in various stages of development. One such fascinating 
possibility is the idea of a microbial fuel cell (MFC) in which 
microorganisms produce an electric current while performing 
their metabolic processes. The basic principle of a MFC is 
that the chemical energy stored in organic matter is converted 
to electrical energy when the microorganisms metabolize the 
organic matter (4). All living organisms, including bacteria, 
undergo cellular respiration, a series of metabolic processes 
by which the chemical energy in organic matter/food (such 
as glucose) is broken down to produce energy for the living 
cells (5). The energy of the substrate is stored in the chemical 
bonds, or shared electrons, of the organic molecules. As 
the bonds are broken, and electrons flow through various 
metabolic reactions, energy is transformed into usable forms 
by the cells and living organisms. Eventually, the electrons 
are transferred to an electron acceptor, and when that final 
acceptor is oxygen, the process is called aerobic respiration. 
Unlike most living creatures, some bacteria do not require 
oxygen to survive, and they conduct their cellular respiration 
without oxygen. Some of these anaerobic bacteria can 
transfer the electrons obtained during cellular metabolism to 
a final electron acceptor in the outside environment (6). It is 
these types of exoelectrogenic bacteria that can be used to 
create MCFs. 

From Waste to Wealth: Making Millivolts from Microbes!

SUMMARY
Biofuels can reduce our reliance on fossil energy 
sources while also protecting our environment. 
A Microbial Fuel Cell (MFC) is a system in which 
microorganisms produce electricity while performing 
their normal metabolism. The purpose of this project 
was to engineer a series of MFCs and manipulate 
circuit components to optimize voltage production. 
Each two-chamber MFC was created using creek 
mud, presumably rich in anaerobic exoelectrogenic 
bacteria, in the anode chamber and water in the 
cathode chamber. Four types of MFCs (three in each 
group) were constructed: 1) Mud in anode and water 
in cathode chambers; 2) Mud and sucrose in anode 
and water in cathode chambers; 3) Mud in anode and 
water and iron filings in cathode chambers; 4) Mud and 
sucrose in anode and water and iron filings in cathode 
chambers. Voltage output was recoded over twelve 
days. MFCs with iron filings (alone or with sucrose) 
consistently produced more voltage than the MFC 
with mud alone. Adding iron filings to the cathode 
chamber increased voltage output by 49%. While 
sugar alone in the anode chamber did not increase 
voltage output, the combination of sugar in the anode 
and iron filings in the cathode chambers did increase 
voltage output by 69% when compared to the MFC with 
mud alone. Our experiment demonstrated that MCFs 
can be optimized by manipulating bacterial substrate 
and using metal electron acceptors. We must invest in 
our planet’s future by supporting large scale research 
on MFCs that can produce clean electric energy and 
purify environmental waste. 

INTRODUCTION
 Worldwide, human energy use requires over 11 billion tons 
of non-renewable fuels every year. This rapid consumption of 
fossil fuels, such as coal, oil, and natural gas, is depleting 
these non-renewable energy sources and polluting the earth.  
While there are several greenhouse gases responsible for 
global warming, carbon dioxide (CO2) is the major contributor, 
and it is produced by the combustion of fossil fuels in cars, 
factories, and electricity production facilities (1). Research 
shows that the earth’s population is growing at a fast rate and 
is anticipated to reach 9.7 billion by 2050 (2), which means the 
world’s energy needs will continue to increase. Renewable 
clean energy sources are one solution to the current global 
problem, allowing energy production while respecting the 
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 A microbial fuel cell is composed of four basic parts: an 
anode, a cathode, electrodes, and an external load (Figure 
1) (7). The anode is where the organic matter is present and 
where the microorganisms grow. It has electron-rich substrate 
but contains no oxygen or final electron acceptor, hence it 
is an anaerobic environment. In contrast, the cathode is rich 
in oxygen, usually contains water, and sometimes has other 
electron acceptors, such as metals.
 To connect the anode and cathode, electrodes and an 
external load are used. These components make up an electric 
circuit in which electrons given off by the bacteria travel from 
the anode compartment to the cathode compartment as 
an electric current, which can be harnessed or measured 
through the external load. Lastly, the fuel cell includes a 
semipermeable connection between the two chambers that 
allows protons to flow from the anode to the cathode, where 
they can recombine with electrons and oxygen to form water. 
This membrane does not allow the passage of electron 
acceptors from the cathode into the anode, thereby forcing 
the electrons to travel the circuit and generate current. A salt 
bridge is commonly used for the semi-permeable membrane 
connection between the two compartments. The flow of 
electrons through the circuit creates electricity by producing 
a potential difference across the two electrodes, and this 
is the ultimate voltage output of the fuel cell, which can be 
measured using a voltmeter. Voltage output is directly related 
to microbial growth and will decrease as the bacteria start to 
die. 
 As Rabaey and colleagues have described, MFCs present 
an exciting opportunity to create clean, renewable energy 
and have many advantages. First, microorganisms can be 
found in all environments and easily accessed in soil and 
wastewater, for example. They are also easy to grow and 
replenish. Second, by providing microorganisms with organic 
matter, we can extend the lifespan of these cultures, making 

this technology sustainable. Third, since oxygen is the final 
electron acceptor, and water is the byproduct, no harmful 
chemical waste is produced. Finally, besides producing 
electricity, MFCs can be used in wastewater treatment for food 
processing industries and sewage, since this water is rich in 
organic material. Microorganisms simultaneously break down 
this organic matter and clean up the water (8). Despite all of 
these advantages, MFCs are not widely used as they have 
limited voltage output (9). Much current research focuses on 
how best to improve efficiency by decreasing loss of energy, 
boosting the substrate, and decreasing the resistance. 
 We have therefore designed and constructed a series 
of fuel cells to determine whether we can improve the 
performance of the MFC by enhancing the food supply of 
the bacterial colonies, optimizing the electrical circuit with 
the addition of iron as an electron acceptor, and combining 
substrate augmentation and using iron as an electron acceptor. 
We hypothesized that the addition of sucrose to the anode 
chamber, iron to the cathode chamber, and the combination 
of these factors would lead to an increase in voltage output by 
the MFC. Our results showed that the addition of iron filings 
in the cathode chamber, with or without sucrose, increased 
voltage output by 69% or 49% respectively, while sucrose 
alone did not increase voltage output. 

RESULTS
 We used a total of 12 MFCs, with 3 MFCs for each group: 
Mud only, Mud + Sucrose, Mud + Iron, and Mud + Sucrose + 

Figure 1: A microbial fuel cell is composed of four basic parts: an 
anode, a cathode, electrodes and an external load. Electrons can be 
carried by protein carriers (A), nanowires (B) or mediators (C)
(© 2019 used with permission from Let’s Talk Science [linkprotect.
cudasvc.com]).

Table 1: Comparison between the density, faradic capacity, and 
theoretical voltage of magnesium, aluminum, and zinc (5).

Figure 2: A photograph of one of the MFCs constructed 
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Iron. The mean voltage output and standard errors for Mud 
only, Mud + Sucrose, Mud + Iron, and Mud + Sucrose + Iron 
were 121 ± 4.6 mV, 122 ±  5.1 mV, 180 ±  8.0 mV, and 205 
± 10.7 mV, respectively (Table 1 and Figure 2).  Figure 3 
shows the voltage generated by each type of MFC over a 
period of 14 days. Maximum voltage was attained with Mud + 
Iron, and minimum voltage was with Mud alone. There was no 
significant difference in voltage output with sugar added to the 
anode chamber compared to mud alone. However, there was 
a significant increase of 49% in voltage output by adding iron 
filings to the cathode chamber. While the addition of sugar to 
the anode chamber did not significantly improve the voltage 
output, the sugar in combination with the iron filings did cause 
an increase in voltage output of 69% when compared to the 
MFC with mud alone. We observed that adding sucrose as a 
substrate for the bacteria seemed to slightly decrease the rate 
at which the voltage decreased (Figure 4).
 We found no significant difference in voltage output with 
sugar added to the MFC (p = 0.900); however, there was a 
significant increase in voltage output by adding iron filings 
(p<0.001) when compared to the MFC with mud alone. While 
adding sugar to the anode chamber did not significantly 
improve the voltage output, the sugar in combination with 
iron filings did cause an increase in voltage output when 
compared to mud alone (p<0.001) and when compared to the 
MFC with mud and iron filings (p<0.001) as well.

DISCUSSION
 Electricity production and maintaining a clean environment 
play a vital role in human life; the MFC is a technology 
that performs both functions by employing microbes in a 
controlled environment. In our project, we successfully 
engineered multiple types of MCFs to determine whether we 
can improve the performance of the MFC by manipulating 
bacterial substrate and adding a metal electron acceptor. We 
found that the addition of sucrose did not significantly improve 

the performance of the fuel cell. However, our data showed 
that the addition of iron filings did significantly enhance the 
voltage output of the fuel cell. The combination fuel cell with 
sucrose in the anode and iron in the cathode did much better 
than the fuel cell with mud alone.
 In MFCs, the substrate is regarded as one of the most 
important factors affecting electricity generation as it can 
affect the composition and density of the microbial community, 
which is the electrical charge generator (11). We chose to 
add sucrose (a polymer of glucose and fructose) to our mud 
anode chamber as prior research has shown bacteria found 
within mud can metabolize glucose to successfully produce 
electricity (9). Unlike Rabaey and colleagues, we did not see 
any significant improvement in voltage output with this addition 
(9). It is possible that the specific bacterial composition found 
in our creek mud differed from that of others. Also, perhaps 
using the simplest sugar forms, such as glucose or fructose, 
might have yielded better higher voltage output had the 
more complex form, sucrose. It is possible that the bacteria 
lacked the enzymatic reactions necessary to break down this 
complex sugar.
 Electron acceptors receive electrons from the cathode 
and make a significant contribution to the performance of 
the MFC. Different electron acceptors exhibit physically and 
chemically different properties (e.g., oxidation potential) and 
therefore affect the efficiency of electricity production. Ferric 
iron can be reduced to ferrous iron in the cathode chamber by 
accepting electrons. This reversible electron transfer reaction 
provides several advantages, such as fast reaction, high 
standard potentials, and biological degradability (12). Our 
work confirmed prior research (8) that iron can be successfully 
used as electron acceptors and thus reduced to the less toxic 
ferrous form. 
 While the addition of sugar to the anode chamber did 
not significantly improve the voltage output, the sugar in 
combination with the iron filings did cause an increase in 
voltage output when compared to the MFC with iron filings 
alone, and this closely approached statistical significance 
(p-value = 1.1102e-16). To our knowledge, prior research has 
not looked at substrate manipulation in combination with the 
addition of electron acceptors. It is possible that in the MFC 
with sucrose added, the bacterial colonies may have been 

Figure 4: The voltage output of MFC over a period of fourteen days. 
The MFC with iron and sucrose consistently performed better than 
the other fuel cells.

Figure 3: A total of 12 Microbial Fuel Cells were used, with 3 MFCs 
for each: Mud only, Mud + Sucrose, Mud + Iron and Mud + Sucrose 
+ Iron. The mean voltage output and standard errors for Mud only, 
Mud + Sucrose, Mud + Iron and Mud + Sucrose + Iron were 121 mV 
(SE 4.6), 122 mV (SE 5.1), 180 mV (SE  8.0 ) and 205 mV (SE 10.7) 
respectively.
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able to grow and multiply more robustly, but the electrons 
produced could not be delivered with any more efficiency to 
the cathode. Future experiments may be able to evaluate this 
by measuring bacterial growth in conjunction with voltage 
output. This indicates that perhaps adding metal conductors 
to the cathode chamber can have a much larger impact on 
fuel cell efficiency than simply providing a greater substrate 
concentration to the bacteria in any given MFC. Future studies 
should expand the types of substrate used, as well as electron 
acceptors, to find the combination that yields maximal energy 
output.
 There are many aspects to our experiment that we could 
not entirely predict. For example, towards the end of two 
weeks we may have had bacteria growing in the cathode 
area or even other small organisms, such as fungi. Also, the 
bacteria may not be able to grow and reproduce under our 
experimental conditions as well as they would in their natural 
habitat and associated parameters of light, temperature and 
other microorganisms.
 We successfully constructed our own MFCs from 
individual components with minimal outside assistance. Our 
findings with regards to combining substrate and electron 
acceptor manipulations suggest a potential new strategy to 
maximize microbial fuel cell efficiency. The size of the fuel 
cells used and type of electrode components were limited 
by space and budget limitations. As with prior studies, our 
MFCs were hindered by relatively low voltage output, which 
can be attributed to a number of factors, such as high internal 
resistance, nature of the electrodes, and substrate.
 MFC technology must overcome many hurdles before it 
can be implemented as a form of bioelectricity and wastewater 
treatment. As with other renewable energy sources it must face 
challenges of having an extensive infrastructure, including 
space and installation technologies, to support large scale 
production. However, our experiment has provided major 
insight into the creation and potential optimization of MFCs. 
We must invest in our planet’s future by supporting further 
studies on MFCs, conducted on a larger scale, to produce 
clean electric energy and purify environmental waste. 

MATERIALS AND METHODS
 Based on the literature, we engineered a microbial fuel 
cell and used existing research to optimize the production of 
electric current. Voltage output is directly related to microbial 
growth rate, which in turn depends on a supply of food 
substrate. We included sucrose as a food substrate, to our 
anode chamber, because sucrose can be broken down to the 
simple sugars - glucose and fructose. We expected this to 
increase electricity production since carbohydrates are by far 
the most abundant group used in prior studies such as the 
one conducted by Rabaey and colleagues where investigated 
the power output of an MFC in relation to glucose dosage 
containing a mixed bacterial culture utilizing glucose as 
a substrate. They found that electron recovery, in terms of 
bioelectricity, of up to 89% occurred for glucose as a substrate 

in the anodic chamber (9). 
 We decided to use iron as an electron mediator to enhance 
the performance in the cathode compartment. Ferric iron can 
be reduced to ferrous iron in the cathode chamber according 
to equation, Fe3+ + e- → Fe2+ (10). In terms of electron 
acceptors used in the cathode compartment, oxygen is the 
most widely used, due to its high oxidation potential and 
the fact that it yields a clean product (water) after reduction. 
However, research suggests that the use of alternative 
electron acceptors may not only increase the power 
generation and reduce the operating costs but also expand 
the potential applications of MFCs (10). Prior work in this 
area demonstrates that metals such as iron and mercury (8), 
can also be used as electron acceptors and are reduced to 
less toxic forms. Thus, electricity generation and wastewater 
treatment take place simultaneously. 
 Each two-chamber MFC was created using mud in the 
anode chamber and water in the cathode chamber (see 
Figure 4). mud was obtained from the bottom of a creek in 
Laurenwood Estates in Manassas, VA with the assumption 
that this aquatic source would contain sufficient quantities 
of anaerobic bacteria, such as Shewanella oneidensis. The 
mud was thoroughly mixed so that each sample contained 
approximately equal bacterial species. The chambers were 
constructed from plastic Ziploc containers. On the container 
lids, we drilled one hole for copper wire, an additional hole for 
the air pump, and one hole into each lid for the salt bridge. 
Electrodes made from aluminum mesh were fixed to both 
chambers and connected via a copper wire to the external 
resistor or voltmeter. A salt bridge (using rope saturated with 
salt water) was also constructed, connecting the chambers. 
All experiments were conducted under room temperature and 
normal ambient light conditions. We used 750 mL of mud, 1 
tablespoon of sucrose, and 1 tablespoon of iron filings per 
chamber (x6).
 A total of 12 MFCs were engineered, with 3 replicates 
designed to test each of 4 experimental conditions: 1) 
mud in anode and water in cathode chambers; 2) mud and 
sucrose in anode and water in cathode chambers; 3) mud 
in anode and water and iron filings in cathode chambers; 
and 4) mud and sucrose in anode and water and iron filings 
in cathode chambers. Voltage output was recoded using a 
voltmeter twice daily for 12 days. A picture of one of the MFCs 
constructed shown in Figure 4. 
 From voltage measurements, the mean and standard 
deviation was computed using Excel. To determine statistical 
significance, we ran a one-way ANOVA test for our four 
independent experimental groups and derived an F-statistic 
of 65.5243 and a p-value of 1.1102e-16. Next, we applied the 
Tukey HSD post-hoc test to identify which pairs of groups 
were significantly different from each other.
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High-throughput virtual screening of novel 
dihydropyrimidine monastrol analogs reveals robust 
structure-activity relationship to kinesin Eg5 binding 
thermodynamics

SUMMARY
As cancer continues to take millions of lives worldwide, 
the need to create effective therapeutics for the 
disease persists. The kinesin Eg5 assembly motor 
protein is a promising target for cancer therapeutics 
as inhibition of this protein leads to cell cycle arrest. 
Monastrol, a small dihydropyrimidine-based molecule 
capable of inhibiting the kinesin Eg5 function, has 
attracted the attention of medicinal chemists with its 
potency, affinity, and specificity to the highly targeted 
loop5/α2/α3 allosteric binding pocket. In this work, we 
employed high-throughput virtual screening (HTVS) to 
identify potential small molecule Eg5 inhibitors from 
a designed set of novel dihydropyrimidine analogs 
structurally similar to monastrol. Density functional 
theory (DFT) calculations and protein-ligand docking 
experiments revealed that the analogs with geranyl 
ester substitutions exhibited the greatest binding 
affinities to the allosteric binding pocket of kinesin 
Eg5. In-depth analysis of the binding pocket amino 
acid residues and calculations of the cLogP value 
for each compound demonstrated qualitatively and 
quantitatively that strong hydrophobic interactions 
of the ester functionality with kinesin Eg5 are 
of great significance in the improved binding of 
dihydropyrimidine analogs. This establishment of a 
quantitative structure-activity relationship to kinesin 
Eg5 binding thermodynamics using HTVS revealed 
the discovery of improved dihydropyrimidine-based 
inhibitors capable of advancing society’s progress in 
the fight against cancer.

INTRODUCTION
 In 2019, cancer was responsible for over 600,000 deaths 
throughout the United States (1). Though cancer is currently 
the second highest leading cause of death, the mortality 
rates for this disease have declined by 27% over the past 25 
years, and these improvements in survival rates have been 
attributed mainly to advances in early detection and treatment 
(2). Many of the successful small molecule therapeutics for 
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cancer have been the product of years of intensive drug 
discovery research, involving the identification of potential 
candidates through screening of naturally derived or synthetic 
compounds. 
 Kinesin Eg5 is a motor protein involved in the assembly 
and separation of mitotic spindle fibers in the cell cycle and 
plays a critical role in the establishment of spindle bipolarity 
(3, 4). Eg5 is generally not expressed in non-proliferating adult 
tissues and thus results in diminished toxicity when treated 
with Eg5-targeted therapies, especially when compared 
to other modern anti-mitotic therapeutics available on the 
market (5). Researchers have considered the inhibition of 
kinesin Eg5 as a high potential avenue for cancer therapy, 
especially with Eg5 overexpressed in breast carcinogenesis, 
laryngeal squamous cell carcinoma, astrocytic neoplasm, 
prostate cancer, bladder cancer, and renal cell carcinoma (6).
 In 2000, the Mitchison group reported the discovery of 
monastrol, a small molecule dihydropyrimidine (DHPM) that 
allosterically inhibits kinesin Eg5 (Figure 1) (7). Following 
this revelation, DHPMs have gained significant interest 
in medicinal chemistry. The synthesis of other DHPMs 
structurally similar to monastrol has demonstrated great 
potential in the development of increasingly potent anticancer 
agents capable of treating aggressive glioma, renal, and 
breast cancers in past studies (8). 
 Monastrol binds to the loop5/α2/α3 allosteric site of kinesin 
Eg5 through hydrophobic interactions and hydrogen bonding, 
inducing conformational changes in Eg5 and preventing 
continued mitotic division (9). With kinesin Eg5 expression 
considered to be generally overexpressed in neoplastic tissue, 
the high selectivity of monastrol to mitotically active cancer 
cells suggests strengthened responses and fewer cytotoxic 
side effects when compared to other anticancer agents (6). 
As previous in vitro and in vivo studies have concluded that 
the S-monastrol is a more potent inhibitor of kinesin-Eg5 than 
the R-enantiomer, this work focuses solely on the former (10).
Given the significance of biological activity that monastrol 
produces, it has been of deep interest to use the DHPM 
scaffold to create more potent inhibitors of kinesin Eg5. 

Article
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Figure 1: Human kinesin Eg5 motor protein structure. (A) The 
crystal structure of the human kinesin Eg5 motor protein bound to 
monastrol in the loop5/α2/α3 allosteric binding pocket. The magenta 
structure is monastrol, while the gold structure is the kinesin Eg5 
protein. We extracted the crystallized protein structure from the 
Protein Data Bank (PDB: 1X88) and visualized it using UCSF 
Chimera. (B) A closer visualization of the binding site, with monastrol 
engaging in several hydrophobic interactions with nearby residues 
including TRP211, ILE136, PRO137, LEU214, TYR211, ARG119, 
TRP127, and ALA133. Hydrogen bonding (cyan sticks) occurs 
between the phenolic oxygen of monastrol and ARG119 as well as 
between a nitrogen of monastrol and GLY117.

High-throughput virtual screening (HTVS) provides an 
efficient computational method to discover the most 
effective compounds from massive libraries of analogs to a 
set of finite user-defined conditions. Molecular docking is a 
technique in which the thermodynamic efficiency of molecular 
interactions is calculated, shedding time-efficient, detailed 
insight into the specificity of binding for improved lead 
optimization. These values can be used in the prediction of 
the binding thermodynamics and preferred binding poses of 
small molecule ligands to protein targets (11). In this work, 
we hypothesize that the binding affinity of such analogs is 
primarily related to hydrophobic interactions that the ester 
functionality is engaged in with hydrophobic residues of the 
reported allosteric binding pocket. 
 This study focused on the computational screening 
of systematic modifications of the aromatic and ester 
constituents of monastrol, as displayed in Figure 2. The 
analogs presented in this study encompass a variety of 
aromatic and ester substitutions (Figure 3). We implemented 
HTVS to establish a robust, quantitative structure-activity 
relationship (QSAR) between the binding affinities of our 
novel dihydropyrimidine analogs and kinesin Eg5. We 
assessed 100 analogs for increased antiproliferative abilities 
in hopes of discovering improved small molecule cancer 
therapeutics. The results not only indicated that analogs with 
geranyl substitutions represent lead compounds that should 
be synthesized, but also revealed that enhanced kinesin Eg5 
binding thermodynamics are attributed greatly to hydrophobic 
interactions between the ester functionality and Eg5.

RESULTS
 The first computational docking software used was 
Swissdock. Each of the 100 analogs was docked onto the 
kinesin Eg5 receptor (PDB: 3HQD) with the grid box center 

Figure 2: Structure of the S-enantiomer of monastrol, high-
lighting the 3-hydroxyphenyl aryl (circled in blue) and ethyl 
ester (circled in green) groups. We modified these circled aryl 
and ester functionalities during the high throughput virtual screening 
process to create 100 novel dihydropyrimidine analogs using the 
molecular editor software Avogadro. We created and edited this 
chemical structure using ChemDraw.

having coordinates of (21.738, 26.509, 51.081) and the grid 
box dimensions being (40, 44, 40). Predicted free energies 
of binding (∆G) and the differences in the binding affinities 
between each analog and the original monastrol molecule 
are reported in Table 1. As AR12 has the same chemical 
structure as monastrol, we compared each of the Swissdock 
binding energies for the other 99 analogs against the control 
monastrol ∆G value of -7.31 kcal/mol.
 The best analogs depicted by the Swissdock computations 
were those with the decyl and geranyl ester substitutions (T1-
T20), as indicated by the common trend of ∆G values being 
less than -8 kcal/mol. As these analogs reported the most 
negative ∆G values, there were increased amounts of energy 
released in the exothermic processes, forming comparatively 
more stable protein-ligand complexes than the other analogs.
 Our results also revealed that the analogs R1-R20 
consisting of phenoxyethyl and butoxyethyl ester substitutions 
exhibited relatively high binding affinities too, with the 
majority of analogs having ∆G values less than -8 kcal/mol. 
The analogs that had the least binding affinities and resulted 
in the most positive ∆G values were analogs AR1-AR20, 
which consisted of methyl and ethyl ester substitutions. With 
the decyl, geranyl, phenoxyethyl, and butoxyethyl analogs 
possessing greater amounts of carbon in the ester group 
than the methyl and ester analogs, the data suggests that 
the magnitude of ∆G values increases with additional carbons 
attached to the growing ester chain. 
 With a ∆G of -8.71 kcal/mol, T18 (which consisted of 
geranyl ester and 2-nitro aryl substitutions) exhibited the 
greatest binding affinity to the kinesin Eg5 receptor (Figure 
4). When docked to Eg5, T18 presented a binding energy that 
was 1.40 kcal/mol greater than the control binding affinity 
of monastrol as computationally determined by Swissdock, 
a significant difference especially compared to the other 
analogs with various ester substitutions. The structure-
activity relationship of this analog as computed by Swissdock 
suggests a higher likelihood of exhibiting a greater biological 
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potency than the other molecules. Conversely, with methyl 
ester and phenyl substitutions as well as a ∆G of -6.98 kcal/
mol, we discovered that AR1 was the analog with the lowest 
binding affinity to kinesin Eg5 (Figure 5); when computed by 
Swissdock, the binding affinity of AR1 was 0.33 kcal/mol less 
than that of monastrol, indicating an even weaker interaction 
with kinesin Eg5 than the control.
 We then used the Docking Incrementally (DINC) protein 
ligand docking software to conduct the next series of 
computational docking experiments. We docked each analog 
onto the same receptor of kinesin Eg5 using the appropriate 
grid box coordinates, with the center of the grid box having 
coordinates of (21.738, 26.509, 51.081) and the grid box 
dimensions being (40, 44, 40). The thermodynamic results 
for each analog are documented in Table 1. Again, as AR12 
has the same chemical structure as monastrol, we compared 
each of the DINC binding energies for the other 99 analogs 
against the control ∆G value of -6.0 kcal/mol.
 We color coded each of these values using the same 
set of ∆G critical values as in the Swissdock experiments. 
However, the DINC results depicted an overall diminished 
magnitude of ∆G values in comparison to the Swissdock 
thermodynamic outputs. Similar to the Swissdock results, 
analogs T11-20 were the most thermodynamically efficient 
binders, indicating once again that the analogs with the 
highest binding affinities were those with the geranyl ester 
substitutions. In contrast to Swissdock, however, the analogs 
with decyl ester substitutions (T1-T10) docked with DINC did 
not reveal substantial binding affinities. The R1-10 analogs 
containing phenoxyethyl ester substitutions displayed a 
similar trend of greater ∆G values with DINC in comparison 
to the other analogs, suggesting that these are also potential 
lead compounds that should be synthesized and biologically 
tested. The most unsuccessful binders were overall seen 
again to be AR1-20, the analogs with methyl and ethyl ester 
substitutions.
 With geranyl ester and 4-hydroxy-3,5-dimethoxy 
aryl substitutions, we determined T16 as the most 
thermodynamically effective binder as it exhibited a ∆G value 
of -8.3 kcal/mol (Figure 6); the binding affinity for T16 was 2.3 
kcal/mol greater than the control binding energy of monastrol 
determined using DINC. This again suggests how the geranyl 
ester functionality serves a key role in the strengthened 
binding to kinesin Eg5 and indicates a possible greater 
biological potency than the other analogs. With a ∆G value 
of -5.5 kcal/mol, we discovered that AR16 (which consisted 
of ethyl ester and 4-hydroxy-3,5-dimethoxy aryl substitutions) 
was the analog with the lowest binding affinity to kinesin Eg5 
(Figure 7); the binding affinity of AR16 was 0.4 kcal/mol less 
than that of monastrol when calculated with DINC, indicating 
even weaker interactions with kinesin Eg5 than the control.
 Following the molecular docking of the analogs using 
Swissdock and DINC, we employed the OSIRIS Property 
Explorer to determine the calculated logarithm of the partition 
coefficient (cLogP) for each analog and evaluate the relative 

Figure 3: The 100 DHPM analogs with selected ester and aryl 
substitutions for the S-enantiomer of monastrol. The ester 
substitutions we made include methyl, ethyl, isopropyl, tert-butyl, 
isoamyl, benzyl, decyl, geranyl, phenoxyethyl, and butoxyethyl 
functional groups. The aryl substitutions that we made include 
phenyl, 3-hydroxy, 4-methoxy, 4-hydroxy-3-methoxy, 4-hydroxy-3-
methoxy, 4-hydroxy-3,5-dimethoxy, 4-N,N-dimethylamino, 2-nitro, 
2-hydroxy, and 3,4-dimethoxy functional groups. We created the 
chemical structures and the detailed aryl substitution text using 
ChemDraw.
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Table 1: A heatmap of DINC and Swissdock results color-coded based on the calculated 
∆G value. We docked each analog (entitled AR1, AR2, etc.) onto the human kinesin Eg5 protein, 
with the pose of the most negative binding affinity selected. For each analog, there exists the DINC 
binding affinity value, the difference in binding affinity (using DINC) between the modeled analog and 
monastrol, the Swissdock binding affinity value, the difference in binding affinity (using Swissdock) 
between the modeled analog and monastrol, and the cLogP value for each analog calculated through 
the OSIRIS Property Explorer. The ∆G values from the DINC results are overall more positive than 
those attained using Swissdock.
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amount of hydrophobic interactions that each could engage 
in. We documented the cLogP value for each analog in Table 
1. All of the constructed dihydropyrimidine analogs exhibited 
positive cLogP values, indicating a tendency for these 
molecules to have hydrophobic cores. We compared these 
molecules to the control cLogP value (AR12) of 1.72 to indicate 
the relative extent of hydrophobic interactions occurring in 
the binding pocket. With cLogP values all greater than 4.58, 
T1-20 (the decyl and geranyl analogs) exhibited the highest 
values compared to the other analogs, indicating that these 
molecules had the most substantial hydrophobicities. T18, the 
analog with the greatest binding affinity discovered through 
Swissdock, demonstrated a cLogP value of 4.58, which was 
greater than that of monastrol by 2.86. Though this factor 
of 2.86 may not initially resemble a statistically significant 
difference, it is important to note that the partition coefficients 
have been logarithmically transformed; thus, an increase in 

cLogP of 2.86 is actually an increase in hydrophobicity by a 
magnitude of 102.86. Similarly, we calculated T16, the analog 
with the greatest binding affinity discovered through DINC, 
as having a cLogP value of 5.02, which was greater than that 
of monastrol by 3.30. In the analysis of the molecules with 
the lowest binding affinities determined by Swissdock and 
DINC, we discovered that AR1 and AR16 displayed cLogP 
values of 1.66 and 1.58 respectively, representing diminished 
potentials to bind hydrophobically with kinesin Eg5 than even 
monastrol itself. In combination with the corroborating data 
indicating that the geranyl analogs had the greatest binding 
affinities, we presumed that improved binding to the receptor 
of the kinesin Eg5 protein is based on greater inherent 
abilities for strong hydrophobic interactions to occur between 
the dihydropyrimidine molecule and the protein. 

Figure 4: Swissdock results for the T18 analog. (A) The docked structure of the ligand with the highest binding affinity (T18) according 
to the Swissdock ∆G values obtained using UCSF Chimera, with a ∆G value of -8.71 kcal/mol. The cyan structure is the T18 analog, while 
the gold structure is the human kinesin Eg5 protein. (B) A detailed visualization of the protein-ligand interaction in the binding pocket, with 
significant hydrophobic interactions and two hydrogen bonds (magenta) occurring within 4.0 angstroms of the ligand. (C) A hydrophobicity 
surface model is depicted, with hydrophobic interactions (red), hydrophilic interactions (white), and neutral interactions (white) shown between 
T18 and the amino acid residues within the loop5/α2/α3 allosteric binding site.

Figure 5: Swissdock results for the AR1 analog. (A) The docked structure of the ligand with the lowest binding affinity (AR1) according 
to the Swissdock ∆G values obtained using UCSF Chimera, with a ∆G value of -6.98 kcal/mol. The cyan structure is the AR1 analog, 
while the gold structure is the human kinesin Eg5 protein. (B) A detailed visualization of the protein-ligand interaction in the binding pocket, 
with hydrophobic interactions, hydrophilic interactions, and hydrogen bonding (magenta) occurring within 4.0 angstroms of the ligand. (C) A 
hydrophobicity surface model is depicted, with hydrophobic interactions (red), hydrophilic interactions (white), and neutral interactions (white) 
shown between AR1 and the amino acid residues within the loop5/α2/α3 allosteric binding site.
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DISCUSSION
 While the ∆G values given by each docking algorithm 
were slightly different, a common trend emerged in the role 
of specific functionalities in binding affinity. As seen from 
the strongly negative ∆G values calculated by Swissdock 
and DINC, the geranyl ester substitution analogs were the 
best binders to kinesin Eg5, likely due to the characteristic 
ability of nonpolar geranyl groups for increased hydrophobic 
interactions with the binding pocket. All of the geranyl analogs 
displayed relatively high cLogP values (all greater than 4.58) 
when compared to the cLogP values of other analogs with 
varying ester substitutions; this confirmed the great amount 
of hydrophobic interactions that the geranyl analogs have the 
potential to engage in within the binding pocket.
 The Swissdock results also indicated that the decyl 
analogs were particularly effective binders to kinesin Eg5 
as they also exhibited strong negative ∆G values. Because 
of the heightened nonpolar abilities of the decyl group, we 
presumed that this ester functionality leads to stronger 
hydrophobic interactions to occur during protein-ligand 
binding. The specific interactions between the amino acid 

residues of the receptor and the decyl analogs can again be 
attributed to strong hydrophobic interactions as suggested by 
the high cLogP values (all greater than 4.78) calculated for 
each molecule.
 Both Swissdock and DINC results corroborated the 
methyl and ethyl analogs as the worst binders to kinesin Eg5 
as indicated by the least negative ∆G values. With the cLogP 
values calculated for these analogs relatively low (all less than 
2.34) compared to analogs with other ester substitutions, the 
results suggested that the diminished hydrophobicities of the 
methyl and ethyl groups correlate with weaker intermolecular 
interactions during binding.
 In the binding pocket analysis of T18, the analog with 
the greatest binding affinity according to Swissdock, we 
discovered the molecule engaging in hydrophobic interactions 
and hydrogen bonding with kinesin Eg5. Given that the 
aliphatic tail was in close proximity (within 4.0 angstroms) to 
the hydrophobic LEU214, ALA218, ALA219, GLY110, GLY117, 
PHE113, and TYR231 residues, it suggested there exists a 
high level of hydrophobic interactions between the ligand and 
receptor (Figure 4). Additionally, two hydrogen bonds occurred 

Figure 6: DINC results for the T16 analog. (A) The docked structure of the ligand with the highest binding affinity (T16) according to the 
DINC ∆G values obtained using UCSF Chimera, with a ∆G value of -8.3 kcal/mol. The cyan structure is the T16 analog, while the gold 
structure is the human kinesin Eg5 protein. (B) A detailed visualization of the protein-ligand interaction in the binding pocket, with significant 
hydrophobic interactions occurring within 4.0 angstroms of the ligand. (C) A hydrophobicity surface model is depicted, with hydrophobic 
interactions (red), hydrophilic interactions (white), and neutral interactions (white) shown between T16 and the amino acid residues within the 
loop5/α2/α3 allosteric binding site.

Figure 7: DINC results for the AR16 analog. (A) The docked structure of the ligand with the lowest binding affinity (AR16) according to 
the DINC ∆G values obtained using UCSF Chimera, with a ∆G value of -5.5 kcal/mol. The cyan structure is the AR16 analog, while the gold 
structure is the human kinesin Eg5 protein. (B) A detailed visualization of the protein-ligand interaction in the binding pocket, with hydrophilic 
interactions, hydrophobic interactions and hydrogen bonding (magenta) occurring within 4.0 angstroms of the ligand. (C) A hydrophobicity 
surface model is depicted, with hydrophobic interactions (red), hydrophilic interactions (white), and neutral interactions (white) shown between 
AR16 and the amino acid residues within the loop5/α2/α3 allosteric binding site.
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between T18 and GLY117, as indicated by the magenta 
bonds in Figure 4B. The strong hydrophobic interactions (in 
red) with the aforementioned leucines, alanines, glycines, 
phenylalanines, and tyrosines in the binding pocket can be 
visualized in Figure 4C, confirming the high hydrophobicity of 
T18 denoted by the cLogP value of 4.58.
 Though we noticed that AR1 (the analog with the lowest 
binding affinity according to Swissdock) also engaged 
in hydrophobic interactions and hydrogen bonding, we 
discovered substantial hydrophilic interactions in the binding 
pocket too. While T18 hydrogen bonded with GLY117, a 
hydrogen bond instead occurred between AR1 and GLU118, 
as indicated in Figure 5. As the aliphatic tail was verified to 
be in close proximity to the hydrophobic LEU214, LEU171, 
GLY117, GLY217, ALA218, ALA219, and TYR231 residues, it 
established that hydrophobic interactions did occur to a small 
extent between the ligand and receptor (Figure 5B). However, 
upon closer examination of the hydrophobicity surface in 
Figure 5C, we distinguished that a significant number of 
hydrophilic residues (in blue) of kinesin Eg5 including ARG119, 
ARG221, TRP127, GLU116, and GLU118 also interacts with 
the ligand, likely resulting in its decreased binding affinity. 
The increased amount of visualized hydrophilic interactions 
confirmed the weakly hydrophobic nature of AR1 implied by 
the cLogP value of 1.66.
 Similar to the analysis of T18, we discovered that T16 (the 
analog with the greatest binding affinity according to DINC) 
also engaged in substantial hydrophobic interactions with 
kinesin Eg5 as the aliphatic tail was in close proximity to the 
hydrophobic ALA218, ALA219, TYR231, PHE239, LEU160, 
LEU214, MET115, and ILE136 residues (Figure 6). These 
strong hydrophobic interactions with the aforementioned 
amino acids in the binding pocket can be visualized in Figure 
6C, confirming the high hydrophobicity indicated by the T16 
cLogP value of 5.02.
 In the binding pocket analysis of AR16, the analog 
with the lowest binding affinity according to DINC, we 
again discovered that although the molecule did engage in 
hydrophobic interactions, a considerable amount of hydrogen 
bonding and hydrophilic interactions occurred. As seen in 
Figure 7, a hydrogen bond was visualized between AR16 and 
ALA219. Given that the aliphatic tail was in close proximity 
to the hydrophobic ALA218, ALA219, and TYR231 residues, 
it suggested that minimal hydrophobic interactions occurred 
between the ligand and receptor (Figure 7B). However, a 
detailed inspection of the hydrophobicity surface in Figure 7C 
revealed a significant number of hydrophilic regions including 
TRP127, GLU116, GLU215, ARG221, THR112, and THR223 
interacting with the ligand, likely causing its decreased binding 
affinity. These increased amounts of visualized hydrophilic 
interactions confirmed the diminished hydrophobicity of AR16 
as denoted by the cLogP value of 1.58.
 A possibility for the inconsistent values between the 
DINC and Swissdock thermodynamic outputs is the unique 
computational algorithms implemented by each software 

in the calculation of binding poses and energies. DINC 
is generally used for larger ligands, which could explain 
possible inaccuracies in binding affinities when compared 
to those outputted by Swissdock. With the algorithms 
executed by Swissdock generally used for smaller ligands like 
monastrol, these values are more likely to be accurate and 
closer to the actual experimentally derived binding affinities. 
However, the overall trends of binding affinities for the ester 
substitutions were relatively consistent, particularly with the 
indication that the geranyl analogs were lead compounds 
that should be synthesized and biologically screened while 
the methyl and ethyl analogs should not. Future studies using 
high-throughput virtual screening could employ the use of 
alternative molecular docking software packages to examine 
other binding affinity differences with varying algorithms and 
computations.
 With molecular docking, most of the interactions are 
entropy-driven as two separate entities of the ligand and 
the receptor bind together to form a single protein-ligand 
complex. This previously rotatable and flexible entity is now 
constrained with the attractions in the binding pocket, resulting 
in an entropic penalty to occur with fewer microstates. Due to 
the docking algorithms used per software, we were unable 
to ascertain the relative entropic and enthalpic contributions; 
the final configurations are a combination of the two 
different factors, though the overall binding pose analysis 
should rely primarily on entropic interactions. Additionally, 
these simulations can only provide insight into the binding 
thermodynamics and not the binding kinetics, representing 
another limitation with this technique.
 Further computational experiments that could be 
performed in the future to verify the importance of the 
side group modifications on the monastrol analogs include 
molecular dynamics simulations. These simulations could 
provide insight into the effects of binding on the time-resolved 
behavior of the binding site. Particularly, conducting molecular 
dynamics simulations for the top geranyl compounds 
discovered could provide further analysis into how binding 
affects the movement of the active site.
 The increased binding affinities and high cLogP values 
of the geranyl analogs screened in this study suggests that 
hydrophobic interactions of the ester functionality are key 
in the binding of dihydropyrimidine monastrol analogs to 
the allosteric binding pocket of Eg5. These are potential 
leads in the development of potent Eg5 inhibitors, and the 
creation of new analogs with these nonpolar functionalities 
could potentially yield anticancer molecules with greater 
antiproliferative properties than monastrol itself. Future 
high-throughput virtual screening studies conducted with 
monastrol and dihydropyrimidine analogs should focus on 
the substitution of the ester functionality in favor of other side 
chains with increased hydrophobic properties. The QSAR 
uncovered by our high-throughput virtual screening efforts 
informs the future chemical synthesis of geranyl analogs with 
greater potency and biological activity. Using high-throughput 
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virtual screening to design, discover, and analyze effective 
small molecule Eg5 inhibitors has the potential to advance 
humanity’s efforts in combating cancer and revolutionize the 
available treatments for this family of deadly diseases.

MATERIALS AND METHODS
Avogadro
 Each analog to be screened was constructed virtually on 
Avogadro (version 1.2.0), an open access three-dimensional 
molecular editing and visualization software for use in 
the modeling of molecular compounds (12). Following the 
construction of each analog, an initial molecular mechanics 
geometry optimization was performed. This preprocessing 
step for the ligands allowed for a basic adjustment of human 
error when constructing the molecules, especially in terms of 
correcting the bond lengths and bond angles associated with 
each molecular geometry and bond type.

ORCA
 To identify the ideal binding pose, we first determined 
the most quantum mechanically favorable geometry for each 
analog using DFT molecular geometry optimizations, which 
were conducted using ORCA (version 4.2.0), an ab initio 
quantum mechanical molecular modeling software (13). In 
order to run these geometric optimization calculations, input 
files for each structure suited for ORCA were generated by 
Avogadro. To simulate the aqueous environment in which 
monastrol binds to kinesin Eg5 in the human body, we used 
a conductor-like polarizable continuum (CPCM) solvation 
model. This was an implicit solvation model, which treated the 
solvent environment as a continuous medium with a particular 
dielectric and polarizability rather than individual, explicitly 
defined solvent molecules. A B3LYP hybrid functional and 
def2-SVP basis set were chosen. The DFT calculations were 
all conducted on a MacBook Pro with a 2.3 GHz Intel Core 
i5 processor, 4 cores, 8 GB of RAM, and 512 GB of flash 
storage, with each calculation running for an estimated 15 
minutes. After computing the atomic positions in the most 
quantum mechanically stable states through submission 
of the input files into ORCA, the analogs were prepared for 
protein-ligand docking. 

Molecular Docking
 Molecular docking was used to predict the binding 
affinities of ligands bound to particular targets on the basis of 
specific thermodynamic factors that contribute to and detract 
from the free energy of interaction between the target and 
ligand. These factors include noncovalent interactions such 
as electrostatic attraction and repulsion, pi-stack interactions, 
hydrophobic interactions, and hydrogen bonding networks. 
The docking outputs were visualized on UCSF Chimera 
(version 1.13.1) (14). By observing the binding pocket of 
monastrol itself to the human motor protein kinesin Eg5 (PDB: 
1X88), we were able to determine the appropriate grid box 
center and dimensions at which to bind the rest of our analogs 

by calculating the atomic distances between the kinesin 
protein and monastrol using UCSF Chimera. The center of 
the grid box was calculated as having coordinates of (21.738, 
26.509, 51.081) and the grid box dimensions were determined 
to be (40, 44, 40), which provided a detailed specification of 
the proper allosteric binding site for ligand docking. This grid 
box covered the entirety of the ligand and only the observed 
allosteric binding pocket of the kinesin Eg5 protein. As we 
used the crystal structure of the kinesin Eg5 protein (PDB: 
3HQD) as determined by X-ray diffraction for the docking 
of the analogs, no further preprocessing steps beyond the 
specification of the grid box were required for the protein prior 
to docking with both Swissdock and DINC (15). The quantum 
mechanically optimized ligand structures from the DFT 
calculations were then docked into the processed kinesin Eg5 
protein. The docking software used generated a list of binding 
poses with different binding affinities; for the purpose of this 
study, we selected the highest calculated binding affinity to be 
the representative value for each compound, and alternative 
poses were not factored into the QSAR. 

Swissdock
 Swissdock, developed by the Swiss Institute of 
Bioinformatics, is a web-based server for molecular docking 
that utilizes an algorithm generating binding modes in the 
vicinity of a localized target cavity (16). Using their potential 
energies, binding modes with the most favorable energy 
values are analyzed and clustered, which can be viewed 
on the server or on other molecular visualization softwares. 
In this study, we docked each of the novel analogs into the 
allosteric binding pocket of human kinesin Eg5 (PDB: 3HQD) 
using the previously determined grid box coordinates to obtain 
the predicted binding affinities. Swissdock outputted varying 
conformations of the ligand on the receptor based on different 
binding modes with the most favorable energies clustered 
together. The predicted ∆G value of each dihydropyrimidine 
analog to Eg5 was reported in kcal/mol and represented the 
binding affinity of the ligand. 

Docking Incrementally
 Docking Incrementally (DINC), originally developed 
by the Kavraki Lab, was the second docking software used 
to computationally dock the analogs (17). DINC (version 
2.0) uses a meta-docking algorithm called AutoDock Vina, 
another docking software which predicts thermodynamically 
favorable interactions between small molecule ligands and 
protein targets (17). DINC treated the ligand as a superposition 
of a rigid body component and a single rotatable component 
and was chosen to more accurately model the kinesin-ligand 
system, since many of our analogs had a large number of 
rotatable bonds. Each single partial solution was overlapped 
as a fragment until the entire ligand had been reconstructed. In 
this study, the analogs were docked into the allosteric binding 
pocket of kinesin Eg5 (PDB: 3HQD) using the aforementioned 
grid box coordinates to determine the predicted binding 
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affinities.

OSIRIS Property Explorer - cLogP Calculations
 With monastrol known to interact with the allosteric 
binding pocket through hydrophobic interactions, we also 
sought to investigate the degree of hydrophobicity of our 
dihydropyrimidine analogs to provide a QSAR. Using the 
OSIRIS Property Explorer on the Organic Chemistry Portal, 
cLogP values, the logarithms of the partition coefficient 
between water and n-octanol for a given compound, were 
calculated to provide insight on the hydrophilicity of each 
analog (18). Negative cLogP values indicated greater 
hydrophilic properties of the molecule, while positive cLogP 
values indicated greater hydrophobic properties. Molecules 
with large, positive cLogP values were considered to have 
high hydrophobicities and this result indicated a greater 
affinity of the analog for stronger hydrophobic interactions 
in the binding pocket. Binding affinities and cLogP values 
were subsequently analyzed for emerging trends linking 
hydrophobicity and improved binding to kinesin Eg5. 
Additionally, we assumed differences in the cLogP values per 
analog to be solely due to the aliphatic side chain or aromatic 
substitutions. 

Binding Pocket Analysis
 Using UCSF Chimera to visualize the molecular docking 
results, the binding pocket in which the dihydropyrimidine 
analogs were docked was closely examined and analyzed. 
With typical hydrogen bonds having a bond distance 
between 2.4-3.5 angstroms, hydrophobic interactions 
having a bond distance between 3.3-4.0 angstroms, and 
pi-stack interactions having a bond distance between 3.3-
3.8 angstroms, only amino acid residues specified within 
4.0 angstroms of the docked ligand were considered to be 
taking part in potential non-covalent interactions (19, 20, 21). 
These amino acid residues were then analyzed for various 
properties that could have explained the calculated binding 
affinities on both Swissdock and DINC, with a particular focus 
on hydrophobic surfaces due to the significant amount of 
hydrophobic interactions monastrol engages in with kinesin 
Eg5.
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of “top 50” plastic producing companies after the United 
States (1). Approximately one-third of the plastic produced is 
used for packaging (2). 

It is estimated that oceans are filled with up to 12.7 million 
tonnes of plastic litter, making it the largest area of marine 
pollution (3). Japan, an island nation, is ranked as the 5th 
highest plastic-using country, much of which is purely used 
for aesthetics reasons rather than functional ones (4). The 
average Japanese shopper uses 300 to 400 single-use 
plastic bags annually (5), 16 times more than in Britain, also 
an island-nation (6).

Once plastic is discarded, some of it ends up in recycling 
centers, but oftentimes a large percentage escapes and 
makes its way to waterways which leads to the ocean. 
According to Geyer et al., 90.5% of worldwide plastic has 
never been recycled (7). Additionally, since Japan is on three 
fault lines, in the case of natural disasters, waste management 
would halt. This could lead to the release of plastic, as was 
seen during the March 2011 earthquake.

Marine plastic pollution has been documented as directly 
impacting 267 species worldwide, including fish, seabirds, 
and marine mammals (8). Plastic that recently entered the 
ocean will likely resemble the original design. These large 
pieces can confuse marine life as it might look like food. 
Once eaten, larger pieces of plastic can block the organism’s 
gastrointestinal tract since they cannot break it down, 
eventually causing starvation (8). 

At five millimeters or less in length, microplastics are tiny 
pieces of plastic that can be seemingly non-existent to the 
eye (9). Microplastics can either be primary or secondary; 
primary microplastics are originally a small particle size, 
whereas secondary microplastics are fragments of larger 
pieces (10). Once larger plastics are exposed to saltwater, 
UV light, and microbes, they are degraded into these smaller 
pieces (Figure 1). 

There are multiple types of microplastics, including 
microfibers and thread plastic. Microfibers are small pieces 
of plastic that come off synthetic material, usually during a 
washing machine cycle. Because microfibers are so small, 
wastewater treatment centers are unable to filter them out, so 
the fibers enter the environment. Thread plastic, conversely, 
often come off nylon ropes or other fishing gear (11). Fishing 
gear makes up nearly 50% of the Great Pacific Garbage 
Patch trash, leading thread plastic to be a commonly found 
microplastic (12). 

INTRODUCTION
Plastic contains organic polymers, which allows it to be 

durable and inexpensive, and results in a wide application of 
uses. While plastic has been used for hundreds of years, it 
was not until 1907 that the first completely synthetic plastic 
was created by Leo Baekeland. Now, over one-hundred 
years later, plastic is used around the world for thousands 
of purposes. According to Chemical & Engineering News’ 
(C&EN) data, in 2014, Japan had the second-highest volume 

SUMMARY
Up to 12.7 million tonnes of plastic is estimated to 
be polluting oceans. Ranking as the fifth-highest 
plastic using country, Japan has an exceptionally 
high usage of single wrapped items. Additionally, as 
an island-nation, fish is vital to everyday life, making 
up approximately 40% of protein in Japanese diets. 
Based on these observations, I wondered how the 
overuse of plastic in Japan poses an ecological 
risk to marine species and their consumers local 
to Kanagawa Prefecture. To answer this question, 
I completed a plastic audit at a convenience store, 
took qualitative observations of plastic waste at 
three waterways, and dissected locally sourced fish 
to characterize ingested plastic. I found 83.4% of 
the convenience store’s items within the recorded 
sections had plastic wrapping or pieces. Additionally, 
each waterway observed had both plastic and 
marine species present. Using visual and chemical 
dissection, all fish had microplastics present in their 
gastrointestinal tract, including two species that are 
typically eaten whole in Japan. Out of the fourteen 
microplastics found through the chemical digestion 
method, six were classified as plastic microfibers, 
four were likely thread plastic, three were see-through 
pieces of plastic film, and one was a foam pellet. 
Overall, these results are concerning as previous 
studies have found that microplastics can carry 
persistent organic pollutants. Both bioaccumulation 
and biomagnification result in large levels of 
contaminants building up at the top of the food chain. 
It is presumed that the increasing consumption of 
microplastics will have negative implications on 
organ systems such as the liver, gut, and hormones.
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Microplastics especially pose a large issue since they can 
bind to persistent organic pollutants such as pesticides. This 
binding can increase as microplastics move due to ocean 
currents (13). If ingested, marine organisms absorb the 
pollutants which can have a negative impact on their liver, 
hormones, and gut (11). Both the plastic and pollutants begin 
bioaccumulating within organisms over time which eventually 
biomagnifies as it moves up trophic levels. This results in the 
largest levels of contaminants being present at the top of the 
food chain. 

Ingestion of microplastics often occurs because they 
resemble plankton, or small organisms that float in the 
ocean (9). Zooplankton, a primary consumer, were found to 
accidentally consume microplastics as they are similar in size 
to phytoplankton. Because zooplankton are near the bottom 
of the food chain, microplastics accumulate throughout 
trophic levels until they reach the top of the food chain, where 
carnivores can be found. This study estimated that humpback 
whales, which consume 1.5% of their body weight in krill and 
plankton daily, are ingesting 300,000 microplastic particles 
every day (14). 

Despite humans being estimated at the trophic level 2.2 
(out of 5.5) due to an omnivorous diet; we are still predicted 
to be consuming nearly 2000 microplastic particles weekly. 
The health implications of this are still unclear (15). However, 
scientists have found that a certain level of ingested 
microplastics can cause mild inflammation in the respiratory 
tract (16).

Fish are a major part of Japanese culinary culture, making 
up 40% of the protein in their diet. Japanese people eat on 
average 69.1 kg of fish annually (17). This means the total 
population (126.8 million people in 2017) consumes about 8.8 

million tons of fish annually. 
Previous research by Tanaka and Takada (2016) found 

microplastics present in anchovies from North Tokyo Bay 
(18). Because the bay is only 55 km away from the center 
of the Kanagawa Prefecture and connected to the Pacific 
Ocean, I wondered whether Kanagawa Prefecture residents 
are at risk of eating contaminated fish. From my background 
research and Tanaka and Takada’s publication, I came up 
with the research question: how does the overuse of plastic 
in Japan pose an ecological risk to marine species and their 
consumers in the Kanagawa Prefecture? 

RESULTS 
For the first part of my investigation, I recorded visual 

evidence of the presence of plastic in Japan. To do this, I 
conducted a convenience store plastic audit and took 
observations of three local waterways. This allowed me to see 
how much plastic was available to consumers and whether 
plastic pollution was present nearby. Next, I dissected locally 
purchased fish for microplastics. I used two methods of 
dissection: a visual dissection and a more in-depth chemical 
digestion. Data in this investigation found all fish dissected 
to have microplastics present. Additionally, these species 
of fish are typically eaten whole or raw in Japan, potentially 
exacerbating the impacts on human consumers.

Plastic items at Aeon, a convenience grocery store 
Plastic was most often found in the bread, cereal, and 

snack section and the to-go food section. 99.1% of items in 
these sections were sold in plastic. Two snacks were boxed, 
the other 224 items were plastic-wrapped, primarily because 
they are not made freshly in the convenience store. All but 

Figure 1. Systems diagram of plastic’s movement from production to entrance into marine ecosystems.



FEBRUARY 2021  |  VOL 4  |  36Journal of Emerging Investigators  •  www.emerginginvestigators.org 20 January 2021  |  VOL 3  |  3Journal of Emerging Investigators  •  www.emerginginvestigators.org

one to-go food item was served in plastic, as the purpose 
was to be convenient for shoppers. The most common type 
of plastic used for food items was plastic wrappers for snacks 
and bagging for frozen food. The least amount of plastic was 
found in the health section, where most of the medicine was 
in glass jars. However, vitamin squeeze pouches and pill 
packaging were plastic. 88.5% of fresh produce was wrapped 
in single-use plastic. Overall, 83.2% of this convenience 
grocery store’s items within the recorded sections had plastic 
wrapping or pieces. Of the plastic-free items, 80% were 
alcoholic or health drinks (Table 1). 

Recording observations on plastic pollution and marine 
species in waterways

Each waterway observed had both plastic pollution and 
marine species present (Table 2). In many instances, both 
were present at the same time (Figure 2). 

Dissections
The purpose of my lab dissections was to look for 

the presence of plastic within fish. From the first part of 
investigation, I knew that there was plastic available to 
consumers in Japan, so I wanted to see if there was also 
plastic present in the fish people eat. I chose to purchase 
different species of fish from a variety of locations to allow for 
a wider application (Table 3). 

Visual dissection following CLEAR
For my visual dissections, I followed CLEAR’s method. 

It is aimed towards citizen scientists, meaning it is intended 
to be accessible to anyone. It had clear directions and 
illustrations that walked me through the methodology (19). 
Also, this method has been used in similar contexts, but not 
within Japan (to my knowledge). 

Two species of fish were examined, both of which were 
found to contain microplastics. The first fish species dissected 
was the Pacific Saury, a common, inexpensive fish in Japan. 
Plastic microfibers were recorded in all three Pacific Sauries 
dissected. The second fish species was the Flathead Grey 
Mullet. One plastic microfiber was found in this fish.

Chemical digestion using KOH 
CLEAR’s method lacked in giving complete results since 

it relied on my eyes to differentiate between microplastics 
and fish biomass. However, since this method proved 
plastic being ingested was a relevant issue in the fish local 
to Kanagawa Prefecture consumers, it allowed me to move 
forward to a more advanced method. This provided a better 
representation of the microplastics in each fish (18). 

Two different species of species were examined – Sardines 
and Sweetfish. Using the chemical digestion method, I found 
a total of 14 microplastics. 

The mass of the fish varied from 8.47 to 1626 grams, 
included four different species, and were all bought from 
different locations. All the fish I examined contained plastic 
in some form regardless of size, type, or location purchased.

The most often found microplastic was microfibers (Figure 
3), and the next most common was thread plastics. Out of the 
fourteen microplastics found through this chemical digestion 
method, six were classified as plastic microfibers, due to their 
thin, flexible structure (Figure 4). Four were likely thread 
plastic, which is stiffer and can evenly fray. Three were see-
through pieces of plastic film, likely once a plastic wrapping or 
bag. The last microplastic found was a white circular plastic, 
most likely a foam pellet (Table 4). 

Table 1. Amount of plastic items at local Aeon convenience 
grocery store.

Table 2. Plastic pollution and marine species found at three 
waterways.

Figure 2. Plastic bags or jellyfish? Two images taken of the same 
waterway on different days showing instances of plastic pollution and 
jellyfish. 

Table 3. Information on fish used for dissections 
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DISCUSSION
Every year it is estimated that up to 2.5 million tons of 

microplastics enter the ocean. With Japan being one of the 
top plastic users and one of the top fish-eating countries, 
it is not surprising that microplastics were found in all four 
Japanese-caught fish that I dissected.

It is problematic to humans that both Pacific Saury and 
Sardines were found to have microplastics because Japanese 
people tend to eat these fish whole. This means that the 
microplastics would be directly passed to humans and impact 
many systems (20). 

The presence of microplastics in the Flathead Grey Mullet 

dissected is supported by a Hong Kong research paper. 
Cheung et al. found 60% of wild Flathead Grey Mullets had 
ingested microplastics, the most common type being plastic 
microfibers (21). In Japan, Flathead Grey Mullet is often 
served raw as sashimi or sushi. This is troublesome because 
microplastics can carry pollutants which absorb into the flesh 
of fish, meaning humans are also at risk for ingesting the 
pollutants. 

When buying the Sweetfish, due to a language barrier, I 
did not know it was created by aquaculture. I chose to analyze 
it because I thought it would be interesting and applicable as 
aquaculture still encounters waterways. It was surprising 

Figure 4. Blue/black plastic microfiber found in the sweetfish.

Figure 3. Types of microplastics (microfibers, thread, film, and 
foam) and their frequencies (measured as percentage of total 
counted) found in four kinds of dissected fish (flathead grey 
mullet, Pacific saury, sardines, and sweetfish).

Table 4. Information on fish used for dissections 
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to find a microplastic in the Sweetfish, a fish created by 
aquaculture (fish farming), because aquaculture fish do not 
swim in the ocean, where most plastic is found. It shows that 
other water sources can also be contaminated with plastic. 
This is worrying as the Sweetfish, or Ayu in Japanese, makes 
up for around 14% of the total profit earned from freshwater 
aquaculture in Japan, thus highlighting its importance (22). 

Since I do not have the ability to track microplastics' 
specific movements and origins, I cannot distinctly say 
a Kanagawa Prefecture residents’ plastic is ending up in 
their local fish. However, while correlation does not equal 
causation, it is reasonable to believe that if there is more 
plastic being used there is a higher risk of encountering it in 
the food chain. Eventually, plastic will end up in a fish. It does 
not matter whether that fish is in Japan or not, as fish move 
through currents worldwide and plastic will pose the same 
threat despite location. 

Plastic ingestion is not limited to fish, however. Once the 
pollution and wildlife share an ecosystem, ingestion is always 
possible. For example, the plastic bags found in Motomachi 
Canal resemble the jellyfish that inhabit the bay (Figure 2). 
This can lead to confusion for marine species, such as sea 
turtles, Brittle sea stars (23), and sea anemone (24) which 
were found to consume jellyfish in the waters surrounding 
Japan.

The ecological risk to marine organisms is drastic due to 
toxic pollutants clinging to the microplastics which can disrupt 
bodily functions related to hormones and the gut (25). Also, 
these pollutants can alter population dynamics, specifically 
trophic levels, as the extent of the problems can be more 
harmful to certain species, which then changes population 
levels. Furthermore, the issue only gets worse as you move 
throughout the trophic levels as both the plastic and toxins 
accumulate through each level, magnifying the issue at the 
top.

Despite being in trophic level 2.2, humans are still facing 
consequences of the bioaccumulation and magnification of 
plastics and toxins (15). The consequences for humans are 
still being researched but microplastics are hypothesized 
to, beyond a certain level of accumulation, inflame the 
respiratory tract. The persistent pollutants accompanied by 
the microplastics can also be toxic for humans if ingested (16).

An application that I would be interested to explore would 
be chemically analyzing microplastics for persistent organic 
pollutants (POPs). This, along with data collected on the 
organ health of fish, could highlight the impact of POPs on 
fish and predict the possible impacts for humans. 

While most of the plastic I identified from my dissections 
was likely from synthetic materials or nylon ropes, Japan’s 
abundance of plastic wrapping is still an issue. The plastic 
wrapping and packaging found in Japanese convenience 
stores can break down into microplastics. These types of 
microplastics were present in my investigation and have been 
found in fish around the world. 

Possible identification methods that could aid further 

research include Fourier transform infrared (FTIR) and 
pyrolysis-gas chromatography-mass (Pyr-GC-MS). FTIR 
can show the specific chemical bonds and weathering of 
the plastic. Pyr-GC-MS can use thermal degradation to 
chemically identify microplastics and can be used for trace 
analysis. Together these methods can shed light on the 
specific types of plastic present and associated chemicals 
(12). 

In conclusion, I was able to find both inputs and outputs of 
plastic within Japan’s Kanagawa Prefecture (Figure 1). All fish 
dissected had microplastics present and the typical person in 
Japan consumes a high volume of fish weekly means that it is 
extremely likely humans are consuming these plastics. While 
the extent of the negative impacts on humans are currently 
unknown, it is still evident to a high extent that microplastics 
have a negative ecological impact overall.

Whether it is Japanese plastic ending up in these fish or 
not does not matter because the point is that microplastics are 
ending up in fish around the world. This research coupled with 
other studies done in North America, Europe, and elsewhere 
shows that microplastics are a global (and seemingly invisible 
to the human eye) issue. Because Japanese plastic has 
already been observed in local waterways, it can be predicted 
that this plastic will continue to break down into microplastics 
and be ingested by marine life at some point in the future. 

MATERIALS AND METHODS
Counting plastic items in convenience store

People in Japan rely heavily on Convenience Stores for 
everyday shopping as they are “convenient” being close to 
train stations and people’s homes. To see how much access 
people have to plastic items, I recorded the number of 
products that included plastic within the following categories: 
Frozen, Fruits & Vegetables, Fish & Poultry & Meat, Drinks & 
Dairy, To-Go Food, Health, Breads & Cereals & Snacks, and 
Candies. I also recorded qualitative observations to make note 
of specific trends, such as some items only having a plastic 
straw, while others had three layers of plastic. I chose to only 
focus on consumable items due to time constraints. For my 
results, I calculated the percentage abundance of plastic by 
dividing the number of products sold containing plastic by the 
total number of products sold. 

Counting plastic pollution and marine species in 
waterways

I captured photos of both plastic and marine organisms in 
the following three waterways located in Kanagawa Prefecture 
(Figure 5). This was necessary to show the possibility of the 
plastic polluting the water being consumed by the marine 
organisms inhabiting the water. The photos were taken mid-
day at the end of summer/beginning of fall. 

Visual dissection 
I followed Civic Laboratory for Environmental Action 

Research (CLEAR)’s fish dissection for marine plastic method 
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and recorded additional information about weight, length, and 
girth of the fish to highlight the variety of fish dissected (19). 
This method required me to first cut open the gastrointestinal 
tract of the fish. Then I placed the opened GI tract onto a 
coffee filter on a fine mesh strainer and poured distilled water 
over the contents. This allowed me to visually inspect for 
plastic. It was a good baseline method as it showed marine 
plastics were present in the fish. I used CLEAR’s “Spotter’s 
Guide” to identify the type of plastic present throughout my 
dissections.

Chemical digestion and analysis
Looking for a more advanced dissection method, I found 

Kühn et al’s research paper which highlighted the usage of 
potassium hydroxide (KOH) for isolating microplastics from 
the marine organisms (26). KOH dissolves organic material 
(GI) while leaving the plastic in the solution. After reading 
about KOH, I decided to seek inspiration from Tanaka and 
Takada’s method (18). First, I dissected fish by cutting from 
anus to mouth, following CLEAR’s method. Next, I prepared 
a 10% KOH solution in test tubes. I put the gastrointestinal 
tract into 10-20 mL (>3x the volume of the gut) of this solution 
to digest organic material. Then, I placed the test tubes with 
the solution and GI tracts in an incubator at 40°C for 10 days, 
stirring with a stirring rod every 3 days to break up non-
digestible material. After 10 days, only non-digestible material 
was left, allowing me to identify microplastics. 
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garnered attention, especially for uses in urban environments 
where life is much more crowded and densely-populated.
As a result, a multitude of applications have been proposed 
for LoRa-based WSNs in urban settings. For example, 
LoRa-based technology has been proposed in smart 
street lighting systems to detect faults instantly and more 
accurately, reducing the high costs of manually maintaining 
street lighting (4). It has also been proposed for monitoring 
real-time Particulate Matter (PM) concentration for air quality 
indications in urban areas (5). 
 Along with other proposed uses in home sensors, vehicular 
systems, climate sensors, and water sensors, LoRa-based 
technology is just now being recognized for its potential to 
improve the quality of life in cities. What is still missing to fully 
implement the technology, however, is the extensive testing 
of LoRa-based WSNs as a new, interdisciplinary field (6). 
A characterization of LoRa’s capabilities would help bring 
these ambitious proposals into perspective by providing an 
accurate sense of the maximum possible range in controlled 
urban environments. 
 In this project, an urban wireless testbed was developed 
on Columbia University’s Morningside Heights campus in 
New York City (NYC), one of the world’s biggest hotspots 
for LoRa-based applications due to its densely populated 
environment. This testbed featured two LoRa radios, 
operating at the US LoRa standardized frequency of 915 MHz. 
The radios sent packages from the transmitter to a receiver 
while simultaneously collecting the Received Signal Strength 
Index (RSSI) value, a standard indicator in the field of wireless 
communication of the power level received from a transmitted 
signal. We hypothesized that the RSSI values could be used 
to determine the maximum range of the technology in urban 
sensor networks, which found to be approximately 250 
meters. These findings will inform how proposed solutions 
of LoRa applications in urban settings should be designed, 
leading to a holistically stronger understanding in the field of 
urban sensor networks. 

RESULTS 
 In order to test the feasibility of LoRa radios, we 
hypothesized that range would be one of the most crucial 
components to understand. We tested LoRa radios in New 
York City, a densely populated urban environment where 
the need for adaptable LoRa-based IoT technology is 
strong. To determine the true maximum range, the LoRa 
radios were tested in a near ideal path: a direct line of sight 
on Columbia University’s campus. The test began with the 
receiver and transmitter right next to each other, where the 
signal connection was maximized and the RSSI value was 
around 0 decibels per milliwatt (dBm). A RSSI value at 0 

Long Range Radio Communication for Urban Sensor 
Networks

SUMMARY
Society’s technological landscape is growing rapidly. 
In the era of smart cities, wireless technologies and 
their novel applications have begun to permeate 
almost every aspect of urban life. From controlling 
traffic signals to monitoring air quality, the Internet 
of Things (IoT) has emerged as a field with much 
potential, but some challenges. Being a relatively 
new field of research, there is much more to discover 
about IoT. Before developing proposed applications 
of the technology in smart cities, it is imperative to 
fully understand how IoT-based technologies work, 
including Long-Range Radio Communication (LoRa). 
This study aimed to test the feasibility of LoRa devices 
in the bustling, urban environment of New York City to 
identify limitations in the technology. Using a testbed 
containing two LoRa radio modules and a monopole 
antenna, we determined the relationship between the 
distance of the radios and received signal strength 
to be inversely proportional. We hypothesized 
that Received Signal Strength Index values from 
the transmissions could be used to determine 
the maximum range. Our results supported this 
hypothesis by determining the maximum range to be 
250 meters. In addition, we found that the relationship 
followed  an exponential decay curve. These findings 
will help future researchers further understand the 
limitations of LoRa in urban sensor networks and 
ultimately create stronger IoT smart city applications. 

INTRODUCTION
 As technology in society rapidly advances, the 
applications for new innovations become more widespread. 
Network communication technology, which allows devices 
to communicate independently with each other, has become 
vital to modern-day life, especially in cities where new 
technological devices are used daily. In fact, the Internet of 
Things (IoT) has emerged as a way of conceptualizing the 
digitally connected universe of billions of physical devices that 
collect, process, and share data with each other (1). Wireless 
Sensor Networks (WSNs) are a subset of IoT that use many 
self-controlled nodes to process and send information to a 
central unit (2).  
 Within the concept of IoT, Long Range Radio 
Communication (LoRa) technology has been implemented 
in devices to streamline the transmitting and receiving of 
messages. LoRa was found to be extremely well suited for 
IoT applications due to its wide coverage, long range, and 
low battery consumption (3). Therefore, it has increasingly 
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dBm is the strongest connection, with a power level of 1 
mW, meaning no antenna or power loss occurred during the 
transmission. Decibels per milliwatt represents the ratio of 
the power level from the transmitted signal, which decreases 
as the signal weakens. As the range between the transmitter 
and receiver radios consistently widened with the increasing 
packet number marking the current transmission number, the 
corresponding RSSI values were recorded. We deemed the 
final range when the receiver could no longer detect a signal 
from the transmitter and the RSSI value neared -110 dBm, the 
threshold often associated with no signal (7). 
 In total, 263 packets were transferred from the transmitter 
to the receiver. Those packets were graphed against their 
corresponding RSSI values (Figure 1), where the points 
resemble an exponential decay function (y = ae-t) in which 
the first few RSSI values were the highest and decreased 
throughout the test. Bearing the assumption that the receiver 
was moving at a constant speed throughout the trial, the 
packet number is directly proportional to the distance 
between the two radios. In other words, as distance between 
the transmitter and receiver increases, the signal strength 
decreases because the signal gets more diluted by space 
and other interferences in the path.  Thus, this indicates an 
inverse relationship between distance and signal strength.
 The natural log of the points (ln(y) vs -t) were graphed 
to model the exponential decay function (Figure 2). The 
linearized exponential decay produced points clustered 
around the trendline y = 0.4318x + 2.3231, resulting in a 
strong exponential decay correlation (R² = 0.8524) between 
signal strength, packet number, and distance.
 The standard deviations of the RSSI values at each 
point differed dramatically in different parts of the graph; for 

example, the points at the 100th packet were widely scattered 
but became a tight cluster around the 110th packet. The final 
range for the 915 MHz LoRa Radio Modules, recorded at the 
point where the RSSI value reached -110dBm, we determined 
to be around 250 meters through a GPS-tracking map of the 
path (Figure 3). 
 
DISCUSSION
 The packet number, resembling distance in meters, was 
graphed versus RSSI (Figure 1). Supporting the hypothesis, 
the maximum possible range of LoRa radio transmission was 
determined from the graph to be about 250 meters. While the 
points generally follow an inversely proportional shape, there 
are large deviations in the RSSI values especially around 
packet 100 and 225.  In both cases, the values after these 
large spreads seemed to be very precise and stronger than 
it had been, suggesting some sort of recalibration internally 
from the radio. 
 While this project revealed the feasibility and relationship 
of components in LoRa technology, a series of limitations 
encountered in the experiment may have impacted the results 
and the experiment’s reproducibility. One limitation occurred 
with the monopole antenna, a simple stripped wire, which 
was effective but not ideal for transmitting over long ranges. 
Another limitation was the public testing environment which 
was not completely in a clear line of sight and affected by 
people walking in between the signal’s path, restricting the full 
potential of the maximum range obtained. 
 In future studies, using active impedance matching 
antennas, which have been shown to perform well in 
changing environments (8), might help obtain more accurate 
results. Using a better radio frequency (RF) module may 
have increased the wireless communication’s efficiency. 
Additionally, setting a higher power to those devices would 
increase signal strength and maximum range. 
 Overall, this analysis of LoRa’s feasibility in an urban 
environment is important as it highlights the flaws within LoRa 
technology, leading future researchers to better understand 
how proposed LoRa applications should be designed using 

Figure 1: Inverse Relationship of Packet # versus RSSI values

Figure 2: Linearized Exponential Decay Curve (ln(y) vs. x)
Figure 3: GPS-Tracked Path of Transmitter on Columbia University’s 
Morningside Heights campus in New York City



FEBRUARY 2021  |  VOL 4  |  43Journal of Emerging Investigators  •  www.emerginginvestigators.org 26 JAN 2021  |  VOL 4  |  3Journal of Emerging Investigators  •  www.emerginginvestigators.org

stronger matched antennas and RF modules. Ultimately, the 
findings impact not only the field of LoRa communication, 
but also IoT Wireless Sensor Networks which rely on LoRa 
implementation in smart city devices.  

METHODS
Hardware Configuration
 To measure LoRa technology’s feasibility in urban 
settings, a unique testbed containing two LoRa RFM 9x 915 
MHz Radio Modules and two Metro Mini microcontrollers was 
created. The chips were soldered onto headers and placed on 
a breadboard (Figure 4). A monopole antenna was designed 
using the following equation to calculate wavelength from 
frequency (9):

 The simple monopole antenna, λ/4 or 8.20 cm long, was 
soldered onto a conductive ground plane similar to the design 
in Figure 5. The signal pin from the antenna was then used 

to transfer and receive signals from the radios. The radio’s 
ground (GND), power (VIN), and Serial Peripheral Interface 
(SPI) logic pins were connected to the Metro Mini to analyze 
the obtained information. Although the physical setup of the 
two configurations was the same, the code sent to the radios 
was differentiated between the receiver and the transmitter.

Algorithm
 Arduino IDE Software was used to program the Metro 
Mini. Shown in the block diagram, the transmitter code loads 
necessary packages, defines the proper ports, and resets the 
radio before checking if it is fully initialized (Figure 6). Once 
fully initialized, the loop of the program is entered where the 
radio first creates a packet that contains the message “Hello 
World” along with the nth iteration of the loop. It sends the 
packet, waits for acknowledgement that it was received, and 
searches for a reply message from the receiver. Once a 
reply message is received, the message is sent through an 
RS232 serial connection to the device running the program, 
printing the message and the corresponding RSSI value of 
the transfer. RSSI values start at 0 dBm being the strongest 
signal and decrease as the signal becomes weaker. A paper 
analyzing smart home WiFi signals determined that the RSSI 
values for WiFi connections can fluctuate anywhere between 
-60 and -80 dBm (10). These actions repeat continuously 
approximately every five seconds while the number in the 
“Hello World” packet will increase by one, accompanied by a 
new RSSI value on the Serial Monitor. 
 The receiver code has the same general structure of 
initializing the radio at the start of each experimental run, but 
in the main loop of the program, the order of the commands 
is reversed with the radio first searching for a packet and 
then sending a reply. The transmitter and receiver codes run 
simultaneously to ensure a complete and accurate test. 

Procedure
 This experiment was carried out on Columbia University’s 
Morningside Heights campus in NYC. The packets were 
transmitted at a frequency of 915 MHz, the standard for the 
radios. After the configuration was assembled and the code 
was uploaded to both radios, the radios were carried, walking 

Figure 4: Photograph of Transmitter/Receiver Mechanism containing 
microprocessor Metro Mini and LoRa Radio on a Breadboard

Figure 5: Design of the Monopole Antenna with Length λ/4 for 
Packet Transmission

Figure 6: Overall Flowchart Block Diagram of Transmitter Radio 
Code
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on foot at a constant speed until the signal could no longer 
be detected. The test was repeated two times although only 
the last test was used for data processing. In total, each trial 
lasted around four minutes.
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surface area to mass ratios in regard to natural astronomical 
bodies (3).  
 Existing literature indicates that the Yarkovsky effect can 
perturb the orbit of an asteroid over long periods of time. 
However, research on the Yarkovsky effect remains small-
scale; this study applied this effect to 2867 Šteins. 2867 
Šteins is an E-type, non-family, inner belt asteroid that orbits 
the Sun with a semi-major axis of 2.3633 AU and an orbital 
period of 1327 days (4). We hoped to answer the question: will 
the Yarkovsky effect push 2867 Šteins into a Kirkwood Gap 
within 50,000 years? We investigated whether the Yarkovsky 
effect will push 2867 Šteins into a Kirkwood Gap within a 
50000-year timespan through the use of computer modeling. 
We hypothesized that 2867 Šteins will be pushed into a 
Kirkwood gap because Šteins falls into the range of asteroid 
sizes significantly impacted by the Yarkovsky effect. Šteins 
is close to a Kirkwood Gap, which is a region of the asteroid 
belt largely devoid of asteroids. These gaps exist at 2.06 AU, 
2.5 AU, 2.82 AU, 2.95 AU, and 3.27 AU from the Sun. Bodies 
with semi-major axes that reside within Kirkwood Gaps are 
in orbital resonance with Jupiter, resulting in a gravity assist 
from Jupiter that eventually propels the body out of the 
asteroid belt and potentially into the inner solar system (5). 
Due to 2867 Šteins’ retrograde rotation, the Yarkovsky effect 
will cause it to spiral inwards towards the Sun. Therefore, the 
closest Kirkwood Gap inwards is considered. The distance 
from 2867 Šteins to this Kirkwood gap is 0.30 AU. In this 
study, we determined the effect of the Yarkovsky effect 
on pushing Šteins into a Kirkwood gap by simulating the 
asteroid’s orbit. We concluded that the Yarkovsky effect does 
perturb the orbit of Šteins, but the asteroid does not enter a 
Kirkwood Gap. 

RESULTS
 To test whether or not 2867 Šteins entered a Kirkwood 
gap within 50,000 years, we generated a thermal map based 
on the Simple Thermal Model outlined by Rozitis and Green 
(6), assuming thermal properties from the Rosetta flyby. We 
implemented the model at six different positions along the 
orbit, calculating a force vector and torque vector from each 
thermal map. We modeled the resulting thermal map of one 
of the positions for 2867 Šteins (Figure 1).
 The torque parallel to the angular velocity was represented 
by τP. Each force vector was broken into three directions: 
tangent to the velocity (FT), perpendicular to the orbital plane 
(FP), and perpendicular to the velocity and in the orbital plane 
(FO). These three directions created a new coordinate axis that 
the force is defined on. The new coordinate axis accounted 
for the changing position in the orbit by defining the force 
vector relative to the velocity vector. Using this coordinate 

Predicting Orbital Resonance of 2867 Šteins Using the 
Yarkovsky Effect

SUMMARY
While gravitational forces have the largest impact on 
asteroid orbit determination, thermal forces such as 
the Yarkovsky and YORP effects also perturb asteroid 
orbits. We analyzed the impact of these thermal 
effects on the orbit of asteroid 2867 Šteins, an E-type 
asteroid measuring five kilometers in diameter. The 
orbit of Šteins lies within the range of a Kirkwood 
Gap, a region devoid of asteroids because of Jupiter’s 
gravitational pull. Given that thermal effects can 
perturb asteroids of similar properties, we sought to 
determine whether the Yarkovsky effect would push 
Šteins into a Kirkwood Gap within 50,000 years. Based 
on Šteins’ location and size, we hypothesized that the 
Yarkovsky effect will push Šteins into a Kirkwood 
gap. We computationally generated a thermal map 
of Šteins to approximate the Yarkovsky force and 
YORP torque. Analysis of the thermal map yielded an 
average Yarkovsky force parallel to velocity of -0.714 
N and acceleration of -5.22 x 10-15 m/s2. The torque 
parallel to the angular velocity due to the YORP effect 
was 4.680 N m, with an angular acceleration of 1.217 
x 10-20 rad/s2. We inputted the calculated Yarkovsky 
force into NASA’s GMAT to model the resulting 
change to Šteins’ orbit and found that the Yarkovsky 
force decays the semi-major axis of Šteins by 16.4 
km in 242.2 years, and up to 5,365 km in 50,000 years 
within 95% confidence. This perturbation is unlikely 
to transfer Šteins into a Kirkwood Gap.

INTRODUCTION
 In recent decades, scientists have increasingly focused 
on the motion of asteroids. Many people fear the risks of 
an asteroid hitting Earth, with NASA scientists warning of a 
potential collision in 2068 (1). While it was originally believed 
that asteroids were primarily affected by gravitational 
forces, recent research revealed that other forces due to 
the Yarkovsky effect play a role in an asteroid’s trajectory. 
Discovered by Polish engineer Ivan Yarkovsky, the Yarkovsky 
effect is a force caused by the asymmetrical emission of 
electromagnetic radiation due to thermal radiation from 
rotating bodies in space (2). As the asteroid rotates, the Sun 
heats it, and the radiation absorbed by the asteroid is re-
emitted in a different direction because of the delay between 
absorption and re-emission (2). This re-emission generates 
a recoil force in the opposite direction of the emission of 
electromagnetic radiation (2). Although the Yarkovsky effect 
exists in all astronomical bodies, it is typically observed most 
prominently in asteroids because asteroids have the highest 
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axis, we simulated each force for one-sixth of 2867 Šteins’ 
orbit for 242.2 years. The Yarkovsky force and torque results 
for each respective date were documented (Table 1).
 The magnitude and direction of each position’s tangential 
force relative to the other positions were plotted to visualize 
the calculated forces (Figure 2). Using the data from 
each position, the average tangential Yarkovsky force 
was calculated as -0.714 N, and the average tangential 
acceleration was -5.22 x 10-15 m/s2. The average torque in 
the direction of angular momentum was 4.680 N m, and the 
average angular acceleration was 1.217 x 10-20 rad/s2.
 The results from NASA’s GMAT vR2020a Orbital 
Determination software (7) revealed that 2867 Šteins’ semi-
major axis decays 16.4 km in 242.2 years (Figure 3A). This 
shift is not significant enough to push Šteins’ into a Kirkwood 
Gap. NASA’s GMAT orbital determination software (7) also 
revealed that 2867 Šteins’ orbital inclination decays 2.35 x 
10-9 in 242.2 years (Figure 3B) and 2867 Šteins’ change 
in orbital eccentricity has a fluctuation with an amplitude 
greater than the average value, making the average change 

in eccentricity over 242.2 years insignificant (Figure 3C).
 The change in the semi-major axis, inclination, and 
eccentricity was forecasted for 5 time intervals with 95% 
confidence intervals (Table 2). The results from the forecasted 
data reveals that the maximum magnitude change in the 
semi-major axis over 50,000 years is 5,365 km with 95% 
confidence, the maximum magnitude change in the inclination 
over 50,000 years is -5.02 x 10-7° with 95% confidence, and 
the maximum magnitude change in the eccentricity over 
50,000 years is 6.34 x 10-6 with 95% confidence.

Figure 1: Thermal Map of 2867 Šteins. The thermal map of 
2867 Šteins at its position on June 15, 2015 is represented. The 
temperature of each facet is represented through a linear color 
gradient. The black vector points towards the Sun, the red vector 
represents the direction of the velocity of the asteroid, and the blue 
vector displays the direction of the final Yarkovsky force vector. The 
off-center locations of the hottest facets shift the Yarkovsky force 
vector off-center against the asteroid’s direction of motion.

Figure 2: 2867 Šteins’ Orbit Diagram. The magnitude and direction 
of the tangential Yarkovsky force at each simulated position in Šteins’ 
orbit. The orbit is projected onto the XY plane and is therefore 
distorted to look more elliptical. Šteins is orbiting counterclockwise 
around the sun. The length of each arrow matches the magnitude of 
the tangential Yarkovsky force. This figure is not to scale.

Figure 3: Orbital Elements Versus Time Graphs. Graphs of the 
changes in Šteins’ semi-major axis, inclination, and eccentricity 
over the documented time period of 242.2 years during the GMAT 
simulation. A) Change in the Semi-Major Axis Vs. Time: A graph 
of the change in Šteins’ semi-major axis (km) versus time (years) 
during the orbital GMAT simulation for 242.2 years. B) Change in 
the Inclination Vs. Time: A graph of the change in Šteins’ inclination 
(°) versus time (years) during the orbital GMAT simulation for 242.2 
years. C) Change in Eccentricity Vs. Time: A graph of the change in 
Šteins’ eccentricity (unitless) versus time (years) during the orbital 
GMAT simulation for 242.2 years.

Table 1: Yarkovsky Force and Torque vectors. The Yarkovsky force 
and torque vectors at each of the six simulated positions in the orbit. 
All position data is represented on a Heliocentric coordinate system 
in AU.
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DISCUSSION
 The results indicated, with 95% confidence that 2867 
Šteins will not enter a Kirkwood Gap within 50,000 years. 
After 50,000 years, Šteins was predicted to move 0.0065% 
of the 0.3033 AU necessary to enter a Kirkwood Gap. If 
Šteins follows the confidence interval’s lower bound, Šteins 
will move 0.012% of the 0.3033 AU to enter a Kirkwood Gap. 
Thus, the minimal change in Šteins’ semi-major axis provides 
evidence that the Yarkovsky effect does not exert a force 
strong enough to push e asteroids with sizes comparable to 
Šteins into a Kirkwood Gap. However, the Yarkovsky force 
does have a significant effect on the orbit of Šteins, decaying 
its semi-major axis by 16.4 km after 242.2 years and by up to 
5,365 km in 50,000 years. This reinforced the notion that the 
Yarkovsky effect needs to be considered for asteroids in the 
sub ~20 km mean diameter range (3). However, the Yarkovsky 
effect can be highly dependent on the shape of the asteroid. 
Although the Yarkovsky effect affects the orbit of 2867 Šteins, 
it was not a significant force on the orbit of Šteins unless 
considered in the scale of orbital maneuvers. Therefore, we 
rejected our hypothesis that the Yarkovsky effect will push 
2867 Šteins into a Kirkwood gap within 50,000 years. Future 
studies can analyze the seasonal effect and include more 
specific factors that affect the Yarkovsky force, such as the 
scattering and reabsorption of light. The exclusion of these 
factors created a source of error due to the simplification of 
the system to create a computer simulation, but the results 
from the simulation still provided insight on the magnitude and 
effect of the Yarkovsky effect on 2867 Šteins.
 The resulting direction of the tangential force at each 
position matched the hypothesized direction, against the 
motion of the asteroid. However, the tangential force’s 
magnitude varied between positions, with a range of 0.719 
N. We hypothesized that this variation was due to variation 
in the asteroid’s position in the z-direction, distance from the 
Sun, and shape. More investigation is necessary to analyze 
the precise causes of this variation. 

METHODS
 In this study, pressure from solar radiation was ignored as 
previous research revealed that it does not significantly alter 
the semi-major axis of an asteroid’s orbit when considered 
with the Yarkovsky effect (8). Equation (1) represents the 
Yarkovsky force over the surface of the asteroid (9):

(1)

where c was the speed of light, σ was the Stefan-Boltzmann 
constant, ε was the emissivity of the surface, T was the 
temperature of the surface, n was the normal vector to the 
surface, and ds was the differential area element. 
 YORP, or the Yarkovsky–O'Keefe–Radzievskii–Paddack 
effect, is the torque that the Yarkovsky effect creates (2). 
When the Yarkovsky effect acts on asymmetrical bodies, it 
generates a net torque, causing the body to accelerate about 
an axis (2). This spin continuously changes the Yarkovsky 
force, as the rotational state (axis of rotation, period of 
rotation, etc.) largely determines the direction and magnitude 
of the Yarkovsky force (2). Equation (2) represents the YORP 
torque generated over the surface of the asteroid (9):

(2)

where x was the vector from the center of the body’s mass 
to the surface. The YORP torque was not considered in the 
simulation of the Yarkovsky force for simplification. The results 
indicate that the YORP torque can reasonably be ignored 
because even over the time span of one gigayear, the change 
in angular velocity will be less than 10-4 percent, assuming 
a constant YORP torque. However, more investigation is 
needed to prove the insignificance of the YORP effect on 
2867 Šteins.
 The surface temperature of 2867 Šteins was required to 
quantify the Yarkovsky effect. As a result, the first step was 
to create a thermal map of the asteroid. The methods and 
equations used to compute the thermal map are modeled off 
of the Simple Thermal Model described by Rozitis and Green 
(6). The specific methods are detailed throughout the section. 
A stereolithography (STL) file of Šteins is made up of 1500 
triangular facets, representing the surface of Šteins (Figure 
4). The thermal map was partitioned into 50 depth-steps per 
facet and 400 time-steps per rotation. As Rozitis and Green 
demonstrate, the 50 depth-steps equally divide the depth 
from the surface to 2ι2π, defined in Equation (3).

(3)

Figure 4: 3D model of 2867 Šteins. An image of the STL file of 2867 
Šteins partitioned into 1500 triangular facets.

Table 2: Orbital results of The Yarkovsky Effect. Using a forecast 
function and exponential smoothing, the changes in the semi-major 
axis, inclination, and eccentricity are forecasted over longer time 
spans with a 95% confidence interval documented. The three orbital 
elements are forecasted for five points, ending at 50,000 years.
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ι2π was the thermal skin depth, the depth where the internal 
temperature lags by 2π and the amplitude of the temperature 
decreases by a factor of e-2π (6). The 400 time-steps equally 
divide PROT, or the rotation period of the asteroid.
 The goal of the thermal model was to determine the 
temperature of each facet at any given point in the rotation. 
For simplicity, only 1-D heat conduction was considered, 
similar to Rozitis and Green (6). The thermal map was 
created based upon the surface boundary condition imposed 
by conservation of energy, 

(4)

where AB was the Bond albedo, S(τ) indicates whether the 
facet was shadowed with a 0 or a 1, Γ represents the thermal 
inertia, ψ(τ) returns the cosine of the Sun illumination angle, 
and FSUN was the integrated solar flux (10) at the distance of 
the object, which was given by (1367/r2)W/m2 where r was 
the heliocentric distance of the planetary body in AU. Unlike 
Rozitis and Green (6), FSCAT and FRAD are ignored because 
Šteins was primarily convex, so the intensity of the light 
reflected and reabsorbed by the asteroid was significantly 
smaller than the light from the Sun. z was the unitless 
normalized depth variable given by 

(5)

and τ is the unitless normalized time variable, given by 

(6)
 

Based on these relationships, the initial mean surface 
temperature of each facet was found using Equation (7).

 
(7)

 

S(τ) determines which facets receive light by determining 
whether any other facets block light from reaching it. To 
calculate ψ(τ), the scalar product of the vector normal to 
each facet and the vector representing the Sun’s ray was 
used to find cos(θ). The solutions for <Tz=0 >1 give the mean 
surface temperature of each facet over one period, which 
was equated to the temperatures of each respective facet 
and its depth steps at τ = 0. After recalculating the surface 
temperature at τ = 0 using Equation (4) and the value from 
<Tz=0>1, the temperature at τ = 0 was calculated at each depth 
step. The equation

 (8)

was used where i = 1 to n depth-steps and j = 1 to m time-
steps. δτ represents the length of the normalized time steps, 
and δz represents the length of the normalized depth steps. 
Equation (8) is a difference equation developed to locally 
approximate the differential equation for 1-D heat conduction, 
given by:

(9)
 

 The last depth step is set equal to the second-to-last depth 
step in order to satisfy the internal boundary condition

10)

 This process of iterating from the surface to the last depth-
step, calculating the temperature of each depth-step for the 
next time-step, was repeated for at least ten full rotations and 
until the change in the surface temperature for the same time 
position was less than 0.01 to ensure that the thermal map 
comes to a steady state. After testing, 0.01 was chosen as the 
limit because it appeared the most computationally feasible, 
while maintaining a high level of accuracy. 
 The thermal map was used to calculate the Yarkovsky 
effect. We simulated this force within NASA’s GMAT vR2020a 
Orbital Determination software to determine the resulting 
change in the orbit of Šteins (7). 
 We wrote all code in Python 3.6 using a class-based 
subsumption architecture structure. The basic structure of the 
code was as follows: using physical properties of 2867 Šteins, 
the code outputs a thermal map that generates a Yarkovsky 
vector that we inputted into NASA’s GMAT orbital simulation 
software (7).
 The asteroid radius, Bond albedo, density, mass, thermal 
conductivity, thermal inertia, position, rotation period, and 
spin are major factors in determining the Yarkovsky effect 
on 2867 Šteins. The physical parameters of Šteins are well-
known and documented (Table 3). However, some values, 
such as mass and thermal conductivity, are not explicitly 
documented. The thermal conductivity of Šteins was 
estimated based on the similarity of its surface composition to 
enstatite (11). Given that enstatite has a thermal conductivity 
of approximately 4.5 W m/K (12), the thermal conductivity of 
Šteins was approximated as 4.5 W m/K. The mass was found 
by multiplying the recorded density and volume of Šteins.
 A Rays class representing vectors of sunlight hitting 
the asteroid was created first. To determine which facets 
are shadowed, we created the class Shadowing with two 
conditions. First, all facets that faced directly away from the Sun 
were shadowed. We found this comparing the normal vector 
of each facet to the vectors of sunlight. Second, shadowing 
was detected in the remaining facets by determining which 
facets the rays intersect. This was found by calculating the 
signed volume of various tetrahedrons. These tetrahedrons 
have 5 points, including the 3 vertices of the facet and 2 
random points on the ray. Once it was determined which rays 
intersect which facets, the code then determined which facet 
was intersected first using the parametric equation for the ray. 
If a ray of light intersected one facet before another, then the 
other facet that would have been hit by that ray of light was 

Table 3. Physical Properties of the Asteroid 2867 Šteins. The 
physical properties of 2867 Šteins used in the simulation of the 
thermal map.
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“shadowed.”
 One addition to the shadowing class was the angle 
functions phi() and orient(). phi() returned the cosine of the 
angles between the normal vectors of each facet and the rays 
from the Sun by dividing the dot product of the normal vectors 
and the Sun rays by the product of the lengths of both vectors. 
orient() oriented the asteroid’s north and south poles in the 
STL file in the direction that they are oriented in 3-D space, 
taking the XY-axis as the ecliptic plane. These methods were 
implemented in the shadowing, angle, and thermal map code.
The thermal map code imported the Rays and Shadowing 
classes. The methods described were used to determine the 
temperature of each facet at different times. 
 Each point in an asteroid's orbit had a unique Yarkovsky 
and YORP vector assigned to it, based on its distance from 
and orientation to the Sun. To determine the Yarkovsky force 
vector, the thermal map of Šteins was imported, and the force 
due to thermal emission on the asteroid is evaluated at each 
time step using the approach outlined in Equation (1). The 
surface integral represented the net force on the asteroid 
at a single time step. Iterating over the entire rotation and 
averaging these values yielded the representative Yarkovsky 
force vector for that position in space. A similar approach was 
taken for the YORP vector, using Equation (2). The torques for 
all facets were taken with respect to the center of mass of the 
asteroid, which is given in the mass properties of the STL file. 
These processes were repeated for six locations to simulate 
the variation in the force throughout the orbit, resulting in six 
different vectors. 
 To determine the change to 2867 Šteins’ orbit, NASA’s 
GMAT software was used (7). The asteroid was simulated 
as a spacecraft with the Yarkovsky vector as the thrust 
vector. Each of the six different vectors was inputted at their 
respective locations. We ran the simulation for 242.2 years, 
using the integrator RungeKutta89 and an initial step size of 
10. Microsoft Excel’s FORECAST.ETS function was used on 
the resulting data to extrapolate the results to longer periods 
of time. Then, Excel’s FORECAST.ETS.CONFINT was used 
to calculate the 95% confidence interval for the forecasted 
value. All astronomical measurements were taken and 
determined in heliocentric ecliptic cartesian coordinates.
 All code for this paper can be found here:  https://github.
com/rnucuta/orbitalResonanceResearch .
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decay quickly, while the fundamental mode and the harmonic 
overtones (frequencies that are part of the harmonic series 
i.e., are integer multiples of the fundamental mode) persist. 

The modes whose frequencies are multiples of the 
fundamental frequency are called the higher harmonics. 
When we calculate the wave frequency using wave speed 
and wavelength, the result is only the fundamental frequency. 
However, in a string with closed ends, this is not a complete 
representation of the frequencies that can be supported. 
For the complete picture, the fundamental frequency can 
be used to find the higher harmonic frequencies. This is 
done by multiplying the fundamental mode by consecutive 
integers. This paper explores patterns existing in these higher 
harmonics of standing waves that can help us predict the 
resonant frequencies in a given system. This knowledge can 
be essential in many engineering applications from electrical 
power systems (1) to acoustics.

First, we derive a relationship between the frequency of the 
fundamental mode and its harmonics and then experimentally 
test that hypothesis. Figure 1A represents the fundamental 
mode of the open guitar string. The wavelength is twice the 
length of the oscillating string. Figure 1B, 1C and 1D show 
the 2nd, 3rd, and 4th harmonics of this string. The 2nd harmonic 
has a wavelength that is equal to half of the wavelength of 
the fundamental. The 3rd harmonic has a wavelength that is 
a third of the wavelength of the fundamental, and this pattern 
repeats for higher-order harmonics.

In this way, the wavelength of the nth harmonic in the 
series is given by λn = 1/n × λ. Here, λ is the wavelength of 
the fundamental excited mode. Using the general relationship 
between wavelength, frequency, and the constant velocity of 
the string wave v = λnfn, we can calculate the frequency for all 
the higher harmonics on this string using Equation 1,

        fn = nv/λ = nf.                 (1)

Using this method, we see that the frequencies of the 
harmonics are multiples of the fundamental frequency, as n is 
an integer. This is consistent with the idea that the frequency 
of higher harmonics of a string are the whole number multiples 
of the fundamental frequency. 

If we examine the two nodes in Figure 1A we see they 
are placed such that every other wave has its nodes at these 
points. Therefore, all the three waves (part B, C and D) may 

INTRODUCTION
When we pluck a string in tension, a series of frequencies 

greater than the fundamental frequency is observed. Here the 
fundamental frequency is calculated using the string’s wave 
speed and the string length. Theoretically, however, exciting 
the fundamental mode (the lowest or the “true” frequency) of 
a string in tension should not produce overtones (any higher 
frequency standing waves). In practice a range of overtones are 
produced, from which the non-resonant modes (frequencies 
that are not an integer multiple of the fundamental mode) 

SUMMARY
This study examines the higher harmonics in an 
oscillating string by analyzing the sound produced by 
a guitar with a spectrum analyzer. Higher harmonics 
of a string are simultaneously oscillating modes 
which have frequencies that are integer multiples 
of the fundamental frequency of the string. These 
harmonics can be viewed on an audio spectrum 
analyzer. They are always present in an oscillating 
string and contribute to its timbre and tonal quality. 
Specific higher harmonics can be produced directly 
by placing nodes (points where the string cannot 
oscillate) at different lengths along a string. The 
tone thus produced lacks the fundamental frequency 
but also has a very different harmonic structure. 
In a guitar string, for example, it is this harmonic 
structure which gives rise to the very different 
tonal quality of a plucked harmonic as compared 
to the directly excited pitch of the same frequency. 
We mathematically hypothesized that the higher 
harmonics in the series of the directly excited 2nd 
harmonic contain the alternate frequencies of the 
fundamental series, the higher harmonics of the 
directly excited 3rd harmonic series contain every 
third frequency of fundamental series, and so on. 
We also verify a simple mathematical relationship 
between two different harmonic series arising from 
two different boundary conditions that feature the 
same fundamental mode. To test our hypotheses, 
we enforced artificial nodes to excite the 2nd, 3rd, and 
4th harmonics directly, and analyzed the resulting 
spectrum to verify the mathematical hypothesis. The 
data analysis corroborates both hypotheses. 
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propagate without any destructive interference from nodes of 
the fundamental frequency in Figure 1.

Now, consider the 2nd and 3rd harmonics. In addition to 
appearing when the fundamental mode is excited, the 2nd 
and 3rd harmonics can be excited by enforcing a “node” at 
the locations given. However, enforcing an artificial node 
can cause problems for other modes in the system. The 
point labeled “enforced node” in the 2nd harmonic's graph is 
at the antinode of the 3rd harmonic (Figure 1). When the 2nd 
harmonic is produced, the artificial node does not permit the 
antinode to form at that point for the 3rd harmonic. Meanwhile, 
the node for the 4th harmonic is in line with the enforced node 
of the 2nd harmonic; thus, the 4th harmonic propagates without 
any restrictions from the enforced node of the 2nd harmonic.

In terms of integers, when we enforce the node for the 2nd 

harmonic, the 4th harmonic is also present in the series, while 
the 3rd harmonic is not. We can extrapolate this principle to 
higher order modes, as shown in Table 1, which shows that 
when the 2nd harmonic is excited using an enforced node, 
the harmonic frequencies and the alternate frequencies of the 

higher harmonics of the fundamental mode are the same. 
We can derive these relationships mathematically from 

the fundamental properties of waves. Before doing so, it is 
important to define the terms that we will use. Modes refer 
to solutions of the wave equation on a string with specific 
boundary conditions. The fundamental mode of a guitar string 
is the lowest frequency mode of a string that is clamped at 
two ends. The higher-order modes are solutions to the wave 
equation with the same boundary conditions. When another 
node is enforced somewhere on the string, this additional 
boundary condition would result in a different set of solutions 
for the wave equation, even though they might have the same 
frequency as harmonics of the string with no enforced node. 
Therefore, in the following text, we will refer to harmonics of 
the excited mode as the series with the additional boundary 
condition to distinguish between these different sets of 
solutions.

Consider when an enforced node is used to excite the 
3rd harmonic of the base mode with a frequency of 300 Hz. 
Integer multiples of the frequency would be 300 Hz, 600 Hz, 

Figure 1. Schematic of the string of a guitar clamped on both ends (neck and bridge) without any artificially enforced nodes. These 
ends offer no lateral movement of the string, enforcing fixed nodes and providing the boundary conditions for the lowest frequency in the 
study. Part A, B, C and D are the 1st, 2nd , 3rd, and 4th harmonics respectively. The point labelled “enforced node” shows the point where the 
artificial node was enforced. This is half the length of the string from the neck for the 2nd harmonic, one third the length of the string for the 3rd 

harmonic, and one fourth the length of the string for the 4th harmonic. The dotted line is a projection of the nodes onto the other modes. When 
an enforced node of one mode lines up with a node of another mode, the modes can co-exist when the node is enforced. When this is not the 
case, the modes cannot co-exist when the node is enforced.
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900 Hz, and so on. These are all 3rd multiples of the higher 
harmonic frequencies of the fundamental or base mode of 
100 Hz. This can be generalized as follows: the relationship 
of the harmonics arising from different excited modes to a 
related fundamental mode can be found for two different 
boundary conditions, where the frequency of the fundamental 
mode from one set of boundary conditions is divisible by the 
frequency of the fundamental mode of another set of boundary 
conditions by a factor of n. In this case, the harmonic series 
with the higher fundamental frequency will contain harmonics 
which are every nth multiple of the lower frequency.

For example, enforcing a node in the center of the string 
gives a fundamental excited mode with a frequency of 200 Hz. 
The second harmonic of the excited mode has a frequency 
of 400 Hz. With no enforced node, the fundamental excited 
frequency is 100 Hz, with the 2nd and 4th harmonics having 
frequencies of 200 Hz and 400 Hz, respectively. Thus, the 
fundamental frequency with the added boundary condition, 
which is twice the fundamental frequency in the original 
string, has a harmonic series comprising every second (or 
every alternate) frequency of the harmonic series of the 
original string.

We will now explore how the harmonics of the string 
with no enforced node are related to the harmonics of the 
same string with an enforced node. The relationship between 
the harmonics arising from different excited modes can be 
explained as follows: for any fundamental frequency, f, the 
frequency of the nth harmonic of the mth mode excited using 
an enforced node for the mth mode is the same as the mth 
harmonic of the nth mode excited using an enforced node for 
the nth node. A mathematical derivation is shown in Equations 
2-4. For the fundamental or base mode, f1, the frequency, fn, 
of its nth harmonic is 

             fn = f1n.            (2)

If we excite the nth harmonic directly by using an artificially 
enforced node, then the frequency, fmn, of the mth harmonic of 
that nth mode excited using an enforced node is 

           fmn = fnm.            (3)

Now, substituting fn in the equation we get

           fmn = f1nm.            (4)

Notice that for the multiplication of f1, the numbers n and m 
can be switched without making a difference to the product. 
This means that fmn = fnm. As a result, we may say, for example, 
that the frequency of the 2nd harmonic of the fundamental 
mode excited with an enforced node at the position of a 
node of the 3rd harmonic of the string’s fundamental mode 
(with no enforced nodes) is the same as the 3rd harmonic 
of the fundamental mode excited with an enforced node 
at the position of a node of the 2nd harmonic of the string’s 
fundamental mode. Through data analysis of the harmonic 
series produced using a guitar string, we found that both 
these theoretical patterns are valid in scenarios where the 
wave equation applies, and therefore can be used to predict 
the resonant frequencies in other systems. 

RESULTS
We performed an experiment to validate the hypothesis 

derived above. The data was collected with a guitar and a 
phone-based frequency spectrum analyzer.  

To verify the presence of the alternating pattern, we 
excited the harmonics directly, using the frets of a guitar 
as markers. Frets are metal bars on the guitar fingerboard 
used to control pitch. First, the high E string was tuned to a 
base mode of 330 Hz. The 2nd harmonic was produced by 
enforcing a node on the 12th fret, halfway through the string. 
This did not allow the string to oscillate at that point. The 3rd 
harmonic was produced by enforcing a node at the 9th fret, 
one-third of the string length. The 4th harmonic was produced 
by enforcing a node at the 7th fret, a quarter of the length 
of the string. The frequencies at which there were peaks in 
the graph were recorded in three separate trials. Table 2 
shows the average of these three trials to the nearest whole 
number. The theoretical values in Table 2 were computed 
using the following calculation. The measured length of the 
string between the two ends was 0.648 m, and the speed 
of the wave is given by v = λf. λ here was twice the distance 
between the two ends of the string 1.296 m. The wave speed 
was therefore equal to 427.68 ms-1. The speed of a wave on 
a string is dependent only on the tension and linear density 
of the string (2). Since both of these parameters are constant, 
the wave speed is constant for all harmonic frequencies. We 
can then determine the wavelength of each wave by using the 
wave speed.

Figure 2 is a screenshot of the spectrum analyzer from 
the phone, showing a graph of frequency (Hz) on the x-axis 

Table 1. Hypothetical harmonic series to explain the hypothesis.

Note: Summary of data collected compared to the theoretically 
derived frequencies. Three sets of trials were conducted for each 
boundary condition, and each frequency value given in this table is 
the average of these three trials. The frequencies are the peak values 
discussed in Figure 3 and are the overtones for each boundary 
condition. The data has been placed alongside the theoretically 
predicted values in such a way that a frequency value in the empirical 
data that is close to or the same as the theoretically predicted value 
are in the same row. 
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Figure 2. Graph of frequency against loudness for a standing wave as given by the spectrum analyzer app, showing how the data in 
Table 2 was collected. Each peak here is the overtone of the respective harmonic series, and we used a graph tracing feature to determine 
the frequency at these peaks. The ‘peak hold’ records initial graph as the sound fades away with time. This was used as a guiding graph to 
trace. The pause button allowed us to stop the application from collecting further samples, giving enough time to record the peak frequencies 
accurately.

Note: Three sets of trials were conducted for each boundary condition, and each frequency value given in this table is the average of these 
three trials. The frequencies are the peak values discussed in Figure 2 and are the overtones for each boundary condition. The data has 
been placed alongside the theoretically predicted values so that a frequency value in the empirical data that is close to or the same as the 
theoretically predicted value is in the same row.

Table 2. Summary of data collected compared to the theoretically derived frequencies. 
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against loudness (dB) on the y-axis. A tracking feature was 
used to manually find the loudest frequency, corresponding 
to the peak. The frequency at these ‘peaks’ were recorded. 

The spectrum in Figure 2 has peaks at frequencies greater 
than 330 Hz. This verifies the presence of higher harmonics 
in a vibrating string. Table 2 summarizes the data collected 
(loudest frequencies), including the theoretical values and 
the average values for fundamental, 2nd, 3rd and 4th harmonic 
series, placed such that the same frequency is in the same 
row. The empirical frequencies were entered into the chart in 
the row that had the closest theoretical harmonic frequency.

With this approach, we can see that every other box in 
the 2nd harmonic column is filled, every third box in the 3rd 
harmonic column is filled, and every fourth box in the 4th 
harmonic column is filled. This agrees with the results of our 
theoretical analysis. Moreover, if we consider the common 
frequencies, the frequency of the 3rd harmonic (row 6) in the 
2nd harmonic peak frequency column is the same value as the 
2nd harmonic in the 3rd harmonic peak frequency column. This 
example corroborates the hypothesis that fmn = fnm.

DISCUSSION
Our data analysis verifies the presence of higher 

harmonics generated by a plucked string. It also shows that 
there is a pattern in different harmonic series, provided they 
stem from the same fundamental series.  

The deviation from the theoretical values increased at 
higher frequencies because the amplitude of the harmonics 
was much lower. As a result, background noise lead to 
measurement errors for these frequencies. To avoid this 
error, the background noise spectrum was initially noted, and 
once the spectra approached the loudness of the background 
noise, the peak frequencies were not recorded. Since the 
plot was analyzed for the peaks over time, the background 
noise was too soft to affect the peaks at lower frequencies. 
Furthermore, the limitations posed by the phone’s microphone 
and operating system (OS) would enhance this uncertainty. 
Most smartphone microphones and OS’s are optimized for 
human voice and features like automatic gain control aim to 
reduce any deviations from a normal human voice. Therefore, 
the higher frequencies, which were not in a normal person’s 
vocal range, may be altered by the operating system or may 
not be captured accurately by the microphone, since they lay 
beyond its required standards (3).

For the discrepancies in the peaks, a source for this 
could be the plot tracing technique, which was manual and 
not computerized, leaving scope for human error. Another 
potential source is the tuning of the string. While the 
instrument was tuned, and the sound was analyzed using 
the same device to prevent differences in the hardware, the 
device’s scope for inaccuracy in both the hardware and the 
two applications – the tuning app and the spectrum analyzing 
app – could have resulted in these errors.

There were two ways of considering the error propagation: 
the error in theoretical values and the error in the measured 

values. The uncertainty in a theoretical fundamental frequency 
(A) of ΔA can be propagated for harmonic frequency f, where 
f = kA, as Δf = k × ΔA.

Here, k is an integer that takes the value of the harmonic. 
(for example, for the 3rd harmonic k = 3).

This way, if the first harmonic had an uncertainty of 1 Hz, 
the second would be predicted to have an uncertainty of 2 Hz, 
the third would be predicted to have an uncertainty of 3 Hz, 
and so on for the theoretical values. In this way, the theoretical 
model predicts higher uncertainty at higher frequencies.

The theoretical value was based on the idea that the guitar 
tuner tunes the instrument to 330 Hz. The uncertainty in this 
value could not be determined. However, if we considered 
the uncertainty in the fundamental frequency of the first data 
set, we could get a decent approximation of the margin of 
error of this 330 Hz fundamental value. The three values for 
the fundamental frequency were measured as 328 Hz, 331 
Hz and 328 Hz. This gave a mean value of 329 Hz with a 
standard deviation of 1.73 Hz – this was the uncertainty. This 
uncertainty was used to predict the uncertainty of the 29th 
harmonic using equation 5. We calculated an uncertainty of 
50.17 Hz, which can be taken as the approximate uncertainty 
in the theoretical frequency value of the 29th harmonic (9570 
Hz). Consequently, the theoretically calculated frequency 
is 9570 ± 25.09 Hz, and the measured frequency is 9608 ± 
10.21 Hz. Thus, the mean measured value is very close to 
what was predicted. The remaining discrepancy might be 
attributable to nonlinearities of the physical string, but this is 
outside the scope of the present study.

The uncertainty in the peak width needs consideration as 
well. The peaks were not exactly sharp, but instead showed a 
short flat region when zoomed in. The approximate middle of 
these peaks was taken, and the corresponding frequency was 
noted, leading to additional error that is not directly assessed 
in the calculation above. 

While the methodology focused on string harmonics, 
instrument strings are not the only application of higher 
harmonics. In practice, standing waves occur almost 
everywhere, from electrical systems to wind blowing 
through a narrow tunnel. Being able to predict all resonant 
frequencies, which can potentially harm an electronic device 
or the structure of a tunnel, is key to successful engineering. 
As for music, musicians capitalize on higher harmonics for 
better, more varied tones, which can be utilized to create 
dynamic songs. 

METHODS AND MATERIALS
Node enforcer

To ensure consistency in the excited mode created by 
enforcing a node, we designed a node-enforcer. The node 
enforcer uses the concept of dampening strings to enforce 
points where oscillation is restricted.

The enforcer (see Figure 3) was 3D printed in Acrylonitrile 
butadiene styrene (ABS) plastic. After this, the side with the 
central cut was covered in paper tape. The cut in the base 
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allowed it to be clipped onto a fret without any change in 
the height of the string (and thus maintain constant length, 
tension, and wave speed). Then, a thin piece of foam was 
stuck to the other upper end, such that it reached the lower 
end. The foam acted as a dampener and prevented any 
oscillation at the point of contact by absorbing the energy at 
that point, enforcing a node. 

Spectrum analyzer
We found the loudest frequencies in the spectrum by 

‘pausing’ the sampling of the spectrum in time and then using 
the inbuilt tracing feature to trace the plot and determine the 
individual frequencies for each peak manually.

The spectrum analyzer used was the Advanced Spectrum 
analyzer PRO by Vuche. This FFT (Fast Fourier transform) 
software, with the input samples set at 16384, the averaging 
factor at 3, and the sampling frequency at 48000 Hz, 
converted sound into a logarithmic scale graph. The app 
had “peak hold” and “graph tracing” features, which allowed 
for both identifying and quantitively obtaining the loudest 
frequencies - the higher harmonics. 

 
Guitar

The sound was produced using a mahogany body guitar 
with a 25.5-inch-long scale (scale is the string length), walnut 
fingerboard, stainless steel frets, walnut bridge, and a crème 
plastic nut (4). The string used was a bronze string with a 
gauge size of 0.10 (diameter of 2.542 mm). The manufacturer 
states that these bronze strings were formed by wrapping an 
80% copper and 20% zinc wire around hex shaped, brass 
plated steel core wire (5). The high E string was played using 
a Duralin, 1.00 mm thick plectrum. The frequencies were 
recorded with relative loudness, as loudness is subject to 
how hard one plucks the string, and this varies from human 
to human. Moreover, the exact position of the node is subject 
to error, thus repetitions were performed to minimize this 

random error. 
In summary, the method to record harmonic peaks was as 

follows: 1) note the background noise, 2) enable peak hold, 3) 
play a note, 4) pause the spectrum, and 5) use the tracer to 
find the frequencies of the peaks (loudest) in the spectrum. 
This was performed thrice for each boundary condition, and 
the average of these was taken for Table 2 and the standard 
deviation of these three values was the uncertainty in the 
measurement.
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grades, 29% feel pressure to look good, 28% feel pressure to 
fit in socially, and 21% feel pressure to excel in sports (3). The 
pressures students face today have increased their anxiety 
levels and could potentially interfere with their ability to learn.
 There are several natural remedies used to alleviate 
stress and anxiety. Green tea, made from the leaves of 
Camellia sinensis, has been consumed and applauded for its 
health benefits for thousands of years. It was explicitly used 
as a medicine during the Tang Dynasty (618-907 AD) in China 
(4). Recently, green tea was studied for its health benefits 
including prevention of cardiovascular disease, cancer, and 
cognitive dysfunction. It was shown that the consumption of 
green tea improved memory and attention in subjects with 
mild cognitive impairments (5). In a study at the University of 
Basel in Switzerland, researchers found that green tea extract 
enhances cognition in healthy subjects, specifically their 
working memory (6). Working memory, as defined by British 
cognitive psychologists Alan D. Baddeley and Graham J. 
Hitch, refers to “the short-term maintenance and manipulation 
of information necessary for performing complex cognitive 
tasks such as learning, reasoning, and comprehension”.
 Green tea contains flavonoids, a group of plant molecules 
believed to be responsible for the health benefits through cell 
signaling pathways and their antioxidant effects. It is made 
from leaves that have not undergone oxidation and therefore 
contains more antioxidants than other teas (7). The health 
benefits of green tea have been mainly attributed to a group 
of antioxidants called catechins. Catechins have previously 
been found to help improve memory and learning (8).
 The Great Pond Snail, Lymnaea stagnalis, is a freshwater 
gastropod found in the Holarctic region (Figure 1). The snail 
possesses a N-methyl-D-aspartate (NMDA) receptor, which 
enhances the strength of synaptic connections in the nervous 
system and plays a vital role in memory and certain kinds of 
learning; this receptor is also found in the mammalian brain. 
Strengthening the synaptic connections due to activation 
of NMDA receptors is critical for learning in the pond snail 
as well as in humans (9). For this reason, the snail is widely 
used to research human learning and memory because of 
the similarity in nervous system structures and processes. 
Snails are also used because they are easy to train through 
conditioned learning, have easily observable behaviors linked 
to memory, and have large neurons. All these factors make 
the snail an excellent model organism to study neurobiology.
 Audesirk et al. concluded that the best way to train L. 
stagnalis was by using Conditioned Taste Aversion (CTA) 
(10). CTA is an operant conditioning procedure achieved by 

Can Green Tea Alleviate the Effects of Stress Related 
to Learning and Long-Term Memory in the Great Pond 
Snail (Lymnaea stagnalis)?

SUMMARY
 Stress and anxiety have become more 
prevalent issues in recent years and teenagers are 
especially at high risk. Recent studies show that 
experiencing stress while learning can impair brain-
cell communication, thus inhibiting learning. Green 
tea is believed to have the opposite effect, aiding in 
learning and memory retention. Lymnaea stagnalis is 
a pond snail with a simple nervous system and easily 
observable behaviors, making it an excellent model 
organism for human neurobiology. In this study, we 
used L. stagnalis to explore the relationship between 
green tea and a stressor that impairs memory 
formation to determine the effects of both green 
tea and stress on the snails’ ability to learn, form, 
and retain memories. Memory was assessed using 
a conditioning procedure known as conditioned 
taste aversion (CTA), where snails are exposed to a 
sweet substance followed by a bitter taste with the 
number of biting responses being recorded. For the 
CTA groups, a total of 33 snails in 3 separate cohorts 
(Control (i.e. no stress), stressed, and stressed with 
green tea) was used in the trainings. Our results 
indicated that the best learning and memory occurred 
in the combination stressed with green tea group, 
specifically for long-term memory, although snails 
displayed good learning and memory during the 
short-term and intermediate trials. Stress was shown 
to be harmful to snail learning and memory for short-
term, intermediate, and long-term memory. Thus, 
green tea not only alleviated the effects of stress, 
but also improved the snails’ ability to learn and 
remember compared to their control counterparts 
(not stressed) group. 
INTRODUCTION
 In an ever more complex world, people are experiencing 
increased stress and anxiety. According to a 2017 survey 
conducted by The National Institute of Mental Health, over 40 
million Americans were diagnosed with Generalized Anxiety 
Disorder (GAD), ranking GAD as 86% of all diagnosed mental 
health illnesses in the United States (1). The increase in 
stress and anxiety not only negatively affects adults but also 
the younger generation. In a 2014 American Psychological 
Association (APA) survey for stress, teens reported worse 
mental health and higher levels of anxiety and depression 
than all other age groups (2). In the annual survey, in 2013 
teens first began to report higher levels of stress than adults 
– a trend that has since continued. In another survey, 61% 
of teens reported that they feel a lot of pressure to get good 
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exposing an organism to a sweet taste (conditioned stimulus), 
which evokes a feeding response, followed by a bitter taste 
(unconditional stimulus), which evokes a withdrawal response. 
The goal of CTA is to have the organism associate the two 
tastes, so that when presented with the sweet taste in the 
future, the snail will avoid it, remembering its training. Retention 
of a training behavior is considered memory. Short-term 
memory only lasts minutes, while intermediate memory lasts 
1–2 hours, and long-term memory lasts longer than 18 hours. 

 Scientists have tested the effects of several memory-
improving flavonoids and other substances to determine 
which chemical compounds could improve snail memory. 
A flavonoid called epicatechin, which is found in green 
tea, cocoa, red wine, and blueberries, was found to help 
improve memory and learning in L. stagnalis (11). The reason 
this specific flavonoid was studied was because medical 
researchers had discovered the many health benefits of green 
tea in humans, such as memory improvement. The beneficial 
impact on memory that green tea causes is most likely due 
to the flavonoids and phytochemicals improving the cognitive 
functions of the nervous system (12). A 2012 study tested 
the effect of chocolate, known to contain memory-improving 
flavonoids, on the memory of the snails (13). The results 
showed that the snails exposed to chocolate demonstrated 
better learning and memory than those not exposed. 
 Recent studies have also used pond snails to study 
stress and anxiety. Understanding how stress and anxiety 

affects snails may help researchers to better understand 
green tea’s effect on humans. There are several factors that 
can cause enough stress to impact memory and learning in 
snails. In one study, scientists exposed snails to the predatory 
scent of crayfish. After the exposure, snails were unable to 
learn and form memories (14). A different study found that 
when pond water was depleted of calcium- essential for 
shell strength and rebuilding- stressed snails were unable 
to learn and form memories (15). A quick and simple way 
to stress snails is by overcrowding 15 to 20 individuals 
in 100 mL of pond water for 1 hour prior to training. Under 
these conditions, snails also lose their ability to learn and 
remember (16, 17). By training snails and observing their 
behaviors following exposure to stressful situations, it is 
evident that the stressful event resulted in some impairment 
of memory or prevented any memories from forming. 
 The significance behind training these snails and 
observing their learning and memory patterns is that 
the results from such studies can be related to human 
neurology. The purpose of this study was to determine if 
green tea could improve the memory of the snail, if stress 
interferes with learning and memory of the snail, and if green 
tea could alleviate the effects of stress on learning and 
memory in the snail. We hypothesized that green tea would 
improve learning and memory, stress would inhibit learning 
and memory, and green tea would be able to reverse the 
stress-induced learning and memory deficits in the snails. 

RESULTS
 In this study, memory was assessed using a conditioning 
procedure known as conditioned taste aversion (CTA), where 
snails are exposed to a sweet substance followed by a bitter 
taste with the number of biting responses being recorded. For 
the CTA groups, a total of 33 snails in 3 separate cohorts 
(Control (i.e. no stress), stressed, and stressed with green 
tea) was used in the trainings. Our results indicated that 
the best learning and memory occurred in the combination 
stressed with green tea group, specifically for long-term 
memory, although snails displayed good learning and 
memory during the short-term and intermediate trials. Stress 
was shown to be harmful to snail learning and memory for 
short-term, intermediate, and long-term memory. Thus, green 
tea not only alleviated the effects of stress, but also improved 
the snails’ ability to learn and remember compared to their 
control counterparts (not stressed) group, suggesting green 
tea is effective in alleviating the effects of stress.

Effect of Green Tea on Learning and Memory
 First, we studied the effect of green tea on short-term, 
intermediate-term, and long-term memory formation in L. 
stagnalis. We trained and compared two groups of 20 snails: 
one group trained only in pond water and the other group 
trained in a 1:4 ratio of green tea to pond water. One-way 
ANOVA analysis indicated for the pond water group that 
there was no significant difference among the groups (F3,76 = 

Figure 1: (a) Lymnaea stagnalis is approximately 2 cm in length 
with a very simple nervous system. (b) The underside of the snail 
observed by a mirror. The mouth is labeled to indicate how biting is 
observed to assess learning and memory.
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2.27, p = 0.0877). The ANOVA results for the green tea group 
indicated that a post-hoc Tukey Test should be conducted 
(F3,76 = 76.87, p < 0.0001). The results from the post-hoc 
Tukey Test indicated that there was significant difference 
between the pre-test and 10-minute post-test (p = 0.001), the 
pre-test and 1 hour post-test (p = 0.001), and the pretest and 
24 hour post-test (p = 0.001). We defined good learning and 
memory as the snails taking less bites during the post-test 
than the pre-test. We defined poor learning and memory as 
snails who experienced no change or an increase in number 
of bites. We found that 80% of the snails trained in pond water 
displayed good short-term (ST) memory, 55% displayed good 
intermediate (IM) memory, and only 45% displayed good 
long-term (LT) memory. We found that 100% of the snails 
trained in green tea displayed good ST memory, IM memory, 
LT memory (Figure 2).

Effect of Stress and Stress with Green Tea on Learning 
and Memory
 The mean number of bites for each test group was 
measured as a readout for stress (Figure 3). When the snails 
were first trained in pond water, most of them displayed good 
ST memory, but not LT (Figure 3), which was expected since 
L. stagnalis does not naturally have good LT memory (15). 
However, after being stressed, most snails were not able 
to remember the training at all and took many bites during 
post-tests. The stressed snails exposed to green tea showed 
improved ST, IM, and LT memory, taking very few bites of 
sucrose in one minute. 

Green Tea and Stress without CTA training 
 We conducted a one-way ANOVA on the number of bites 
in each trial for both the green tea group without CTA training 
and stress group without CTA training data. The ANOVA 
results for the green tea group indicate that there was no 
significant difference among the groups (F3,56 = 0.717, p = 
0.546). The ANOVA results for the stress group indicated that 
there was no significant difference among the groups (F3,56 
= 0.698, p = 0.557). The results from the green tea test and 
stress test indicate that neither green tea nor stress had a 
significant effect on the feeding response of the snails.

Pond Water CTA results
 We conducted a one-way ANOVA on the number of 
bites in the four trials in the pond water group (Table 1). 
The ANOVA results for the group indicated that there was 
no significant difference among the groups (F3,128 = 4.57, p 
= 0.0045). In the pond water trials, there was a significant 
decrease in the number of bites for the 10-minute post-test as 
compared to the pre-test (p < 0.01, Table 2), indicating that 
these snails displayed excellent short-term memory. They 
retained that memory for the 1-hour post-test (p < 0.05, Table 
2), but displayed an increase in the number of bites during 
the 24-hour post-test, indicating a gradual loss of memory 
(Figure 3). Seventy-six percent of the snails displayed good 
ST memory, sixty-nine percent displayed good IM memory, 
and only fifty-five percent displayed good LT memory.

Figure 2: Effect of Green Tea on Learning and Memory. Percent of 
Good vs. Poor Learners of snail CTA training in pond water and pond 
water/green tea.   The number of bites post CTA training for each snail 
group (n=15) was used to determine percent of good learners (snails 
that retained memory/showed a decrease in number of bites) and 
percent of poor learners (snails that didn’t retain memory/showed an 
increase or no change in number of bites). All snails trained in pond 
water/green tea learned and retained the CTA training memory. 

Figure 3: Effect of stress and stress with green tea on learning and 
memory. Mean number of bites for each group. Each cluster of bars 
represent a treatment group (n=33), while the smaller bars represent 
the individual trial [blue: pre-test, orange: 10 min (ST memory), grey: 
1 h (IM memory), yellow: 24 h (LT memory)]. Asterisks highlight where 
the differences lied among the groups according to the Tukey Tests. 
These results show that stress negatively effected snail memory 

Table1: ANOVA p-values and f-values. One-way ANOVA test 
results comparing the pond water, stressed, and combination stress 
with green tea water groups. The results indicate that a significant 
difference exists within each of the three groups. 
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Stress CTA results 
 We conducted a one-way ANOVA on the CTA training 
with stress group (Table 1). The ANOVA results for the data 
indicated that there was a significant difference among the 
groups and that a post-hoc Tukey Test should be conducted 
(F3,128 = 11.55, p < 0.0001). The results from the post-hoc 
Tukey Test (Table 2) indicated that there was significant 
difference between the pre-test and 10-minute post-test (p = 
0.05), between the pre-test and 1-hour post-test (p = 0.001), 
and between the pre-test and 24-hour post-test (p = 0.001). 
Eighteen percent of the snails displayed good ST memory, 
eighteen percent of the snails displayed good IM memory, and 
only three percent of the snails displayed good LT memory. 
Stress was detrimental to the snails’ learning and memory, as 
the mean number of bites post-training showed a statistically 
significant increase (Figure 3). 

Green Tea/Stress CTA results
 We conducted a one-way ANOVA on the number of 
bites in green tea post stress group. The ANOVA results 
for the data indicated that there was a significant difference 
among the groups and that a post-hoc Tukey Test should 
be conducted (F3,128 = 122.24, p < 0.0001). The results from 
the post-hoc Tukey Test indicated that there was significant 
difference between the number of bites taken pre-test and 
10-minute post-test (p = 0.001), the pre-test and 1-hour post-
test (p = 0.001), and the pre-test and 24-hour post-test (p = 
0.001). Ninety-seven percent of the snails displayed good ST 
memory, ninety-seven percent of the snails displayed good 
IM memory, and one-hundred percent of the snails displayed 
good LT memory. The mean number of bites post training had 
a statistically significant decrease indicating that the training 
was successful (Figure 3). 

DISCUSSION
 The recent increase in stress and anxiety levels and our 
attempts to alleviate and remedy with the use of ancient holistic 
herbs and medicines, such as green tea, led us to investigate 
whether green tea can alleviate the negative impact stress 
has on learning and memory formation. The simple nervous 
system of L. stagnalis, combined with the ease of training and 
observing learned behaviors, make L. stagnalis an excellent 

model organism to study neurobiology.  The purpose of this 
study was to determine if green tea could improve the memory 
of the snail, if stress interferes with learning and memory of 
the snail, and if green tea could alleviate the effects of stress 
on learning and memory in the snail.
  From the results of our first experiment examining the 
effect of green tea on memory and learning, we concluded 
that green tea was effective in enhancing learning and 
memory formation in L. stagnalis. Once that was determined, 
our second experiment examined if green tea would be able to 
reverse the effects of stress on learning and memory. Before 
any CTA training, the effects stress and green tea would have 
on the snails’ appetite needed to be determined. The stress 
and green tea controls were conducted to ensure two factors 
— that green tea did not act as an appetite suppressant and 
that exposure to stress did not cause the snails to ‘stress-eat’. 
The stress and green tea controls indicated that there was 
no measurable effect of green tea or stress on snail appetite. 
The results here indicate that green tea significantly improved 
the snails’ ability to retain training. Therefore, the main goal 
was to determine how stress would impact learning and 
memory and if green tea would be able to alleviate the effects 
of stress.  The pond water group in our second experiment 
confirmed that the one-trial training was effective, and the 
snails could be conditioned. The goal of the stress CTA trials 
was to confirm that stress would affect the snails’ ability to 
learn and remember the CTA. Since the snails displayed an 
increase in number of bites post-training, stress appeared to 
have interfered with the snails’ ability to learn and remember. 
The results of the stressed snails exposed to green tea 
indicate that green tea was able to alleviate the effects of 
stress and reverse the stress-imposed learning/memory 
deficit in the snails. All the snails were good learners in the 
stress with green tea trials with the greatest improvement in 
their long-term memory. These results indicate that green tea 
can reverse the effects of stress on learning and memory. To 
counter the effects of stress, consumption of green tea could 
reverse stress-induced learning or memory deficits.  
 The data supports the hypothesis that not only does 
green tea improve learning and memory, but it can also 
alleviate the detrimental effects of stress on learning and 
memory in L. stagnalis. The greatest improvement, however, 
was seen in the long-term memory, suggesting that green tea 
has the strongest effects on long-term memory. Since the 
neurobehavioral processes in L. stagnalis have been shown 
to be like those in humans (10), the conclusions from our 
research can be applied to human neurology. Green tea may 
have the greatest effects on human long-term memory instead 
of short-term. In this study, stress was shown to negatively 
impact learning and memory in L. stagnalis, while green tea 
seemed to reverse that effect and aid in learning and memory. 
Since L. stagnalis is widely used in neuroscience research, 
we believe that they can be especially helpful in research on 
learning and memory formation. 
 Besides the green tea, stress also played a major factor 

Table 2: Tukey Pairwise Comparisons. Tukey Test results comparing 
the pond water, stressed, and combination stress with green tea 
water groups. We used Post-hoc Tukey Test results to generate 
pairwise comparisons to determine the significant differences in the 
trials. *= p<0.05; **= p<0.01; ns= nonsignificant.
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left in the petri dish for 15 seconds, then the contents of the 
dish were emptied, and the pond water was replenished. 

 Ten minutes later, the first post-test was conducted. The 
procedure of the post-test was identical to that of the pre-
test. For the 10-minute post-test, the snail was exposed to 
the 5 mL of sucrose solution again. A timer was set for one 
minute and the number of bites was observed and recorded 
using a mirror. Two more post-tests were conducted to reach 
a total of three post-tests per snail. The three post-tests were 
conducted 10 minutes, 1 hour, and 24 hours after conditioning.
 
Green Tea Control and Green Tea CTA
In order to ensure that the green tea had no effect on the 
snails’ appetite, 15 snails were deprived of food for 24 hours 
and then exposed to 5 mL of 0.5% sucrose solution. A timer 
was set for one minute, and the number of bites of sucrose 
the snail took was recorded. Then, the contents of the dish 
were emptied, and the pond water was replenished. 
  The snails were then placed in a 1:4 dilution of green 
tea to pond water and once again exposed to 5 mL sucrose 
solution with the number of bites taken recorded for 1 minute. 
This was followed by the 10-minute, 1-hour, and 24-hour post-
tests. This specific concentration of green tea was previously 
used and found to be effective (14).
 Thirty-three snails underwent CTA training in green tea 
to determine the effect of green tea on memory and learning. 
The CTA in green tea training followed the same procedure 
as above, apart from the snails being placed in a 1:4 dilution 
of green tea to pond water during the training. Lipton 
decaffeinated green tea was used to ensure that the caffeine 
itself did not affect the snails’ appetite. There is no evidence 
that the other components of green tea affect appetite.

in the findings of this study. Stress caused the snails to 
take a dramatic increase in the number of bites and a high 
percentage of stressed snails were poor learners, as they 
showed an increase in number of bite post-training. Stress 
was detrimental to the snails’ learning and memory. This 
supports the theories that stress is very harmful to human 
learning and memory. High stress levels in adolescents have 
a direct correlation with lower grades and poor learning and 
memory, so much so that it can lead to memory and learning 
deficits if stress levels are kept high (3). To decrease stress 
levels and reverse the learning/memory deficit, green tea 
was extremely effective. Green tea is a natural way to reduce 
stress levels and prevent deficits. A natural way to improve 
memory has been something scientists have been searching 
for and based on our results green tea shows the ability to 
increase learning and memory in snails under stress.

MATERIALS AND METHODS
Care and Maintenance of L. stagnalis
 L. stagnalis snails (obtained from Patsy Dickinson 
and Stephan Hauptman, Bowdoin College) were kept in a 
10-gallon tank; with 50% of the water being Poland Springs 
water and 50% pond water (1.8 g of Instant Ocean/1 gallon 
of deionized water). The water was replaced every week and 
the waste was taken out of the tank every other day. Snails 
were fed organic romaine lettuce three times a week. The 
tank temperature was maintained between 18° and 22°C. 
To maintain calcium levels, oyster shells were crushed and 
added to the water. The average size of the snails was 2 cm. 
The age of the snails cannot be determined due to varying lab 
conditions affecting the rate of growth.

Conditioned Taste Aversion (CTA)
 Snails were deprived of food for 24 hours prior to training. 
This was important because during training, the number of 
bites the snail took was being measured, so food deprivation 
ensured that the snails were hungry and would take bites of 
the solution. As it is known that L. stagnalis feeding behaviors 
undergo both appetitive and aversive classical conditioning 
(10), the number of bites taken per minute was chosen as an 
indicator of memory formation.
 The first step of CTA was the pre-test. During the pre-
test, the snail was placed in a petri dish elevated above a 
mirror (used to observe the snail bites). Next, the snail was 
exposed to 5 mL of a 0.5% sucrose solution. A timer was 
set for one minute, and the number of bites of sucrose the 
snail took was recorded. Counting the number of bites is an 
easily observable technique used in previous studies (16). 
The contents of the dish were then emptied, and the pond 
water was replenished (Figure 4).
 Ten minutes after the pre-test, the snail was exposed 
to the sucrose solution again for only 15 seconds. After the 
15 seconds, the contents of the dish were emptied, and the 
pond water was replenished. Five seconds later, the snail was 
exposed to 5 mL of a 0.5 % bitter KCl solution. The KCl was 

Figure 4: CTA used for all experiments. The conditioned taste 
aversion procedure (first step). The snail was given 5 mL of a 0.5% 
sucrose solution (conditional stimulus; shown) followed by 5 mL of 
a 0.5% KCl solution (unconditional stimulus; not shown). If snails 
demonstrated good learning, they would avoid biting the sucrose. 
However, if the snails were poor learners, they would not show any 
aversion to the sucrose. 
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Stress Control and Stress CTA Procedure
 To determine if stress influenced the snails’ appetite, 
15 snails were exposed to 5 mL of 0.5% sucrose solution. 
A timer was set for one minute and the number of bites of 
sucrose the snail took was recorded, then the contents of the 
dish were emptied, and the pond water was replenished. The 
snails were then stressed by crowding 15–20 snails in 100 
mL of pond water for 1 hour (Figure 5) and then once again 
exposed to 5 mL of 0.5% sucrose solution with the number of 

bites taken recorded for 1 minute. 
 Prior to any further tests, in order to ensure that the 
snails used in the trials did not retain any memory of a 
previous CTA training, the snail’s memory was assessed in 
a pre-test in addition to allowing 3–5 days to pass before any 
additional trials. If a snail had a lower number of bites/minute 
as compared to previous pre-test results, then they would not 
be used that day. After the pre-test, the snails were stressed. 
To stress the snails, 15– 20 of them were crowded in 100 
mL of pond water in a beaker for 1 hour (Figure 5). After 
stressing for one hour, the snails were trained using the CTA 
procedure, omitting the pre-test, since it was conducted prior 
to stressing the snails. Once again, post-tests were conducted 
10 minutes, 1 hour, and 24 hours after conditioning. 

Stress and Green Tea Procedure
 After the snails were no longer stressed and forgot their 
conditioning once more (3–5 days later), they were given 
another pre-test. This pre-test was crucial since it once 
again evaluated if the snails had forgotten their training or 
not. Snails that had not forgotten previous training were 
placed back into their tank and another snail was chosen. Ten 
minutes after the pre-test, the snails were stressed using the 
stressing procedure above. After being stressed, the snails 
were trained using the CTA procedure, but instead of being 
trained in pond water, they were trained in a 1:4 dilution of 
green tea to pond water. After being trained in the green tea, 
the normal post-tests followed. Between 15–20 snails had to 

be in the stressing chamber to induce stress by crowding. 
Since 20 snails could not be trained all at once, some snails 
were used as placeholders.

Statistical Analysis
 Data are expressed as the mean number of bites per 
minute. Statistical significance (p < 0.05) was determined using 
a one-way analysis of variance test (ANOVA) to determine if 
there was a significant difference the two treatment groups 
and the control group. Once it was determined that there 
was a significant difference, a Tukey Pairwise Comparison 
was used to determine where the differences lie among the 
groups. 
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